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Abstract—With the advancements in deep learning technologies, real-world applications like face detection, gender prediction, and face recognition have achieved human-level performance. However, the emergence of the COVID-19 pandemic brought new challenges to existing deep learning algorithms. People are forced to wear a mask to limit the spread of COVID-19. These face masks occlude a significant portion of the face, thereby posing multiple challenges to existing algorithms. Images captured using surveillance cameras have a low resolution which hinders the model performance. Along with this, skin tone, ethnicity and attire also play a significant role in detection and recognition performance. India is a large country with huge diversity in skin tone and attire of the people. To address the challenges due to masks in the Indian context, we propose a novel Dual Sensor Indian Masked Face (DS-IMF) dataset, which contains images captured in constrained environmental settings with a variety of masks and degrees of occlusion. Multiple experiments are performed on the DS-IMF dataset at different resolutions. Experimental results demonstrate the limitations of existing algorithms on low-resolution masked face images. The proposed dataset can be found at http://www.iab-rubric.org/resources/dsimf.html.

I. INTRODUCTION

The advancements in deep learning technologies have led to the development of sophisticated algorithms for various tasks, including face detection, gender prediction, and face recognition [11], [13], [21]. Deep learning algorithms have achieved tremendous success and are used in various real-world applications, such as surveillance, authentication, and automation. However, the emergence of the COVID-19 pandemic has put a bar on progress and brought new challenges to the deep learning community. In COVID-19, wearing face masks is mandatory in public places worldwide. Thus, automated systems are required to check the presence of masks on people’s faces in regulated areas to limit the spread of COVID-19. Nevertheless, face masks occlude a significant portion of the face, thereby posing multiple challenges to existing algorithms and automated systems. For instance, traditional face recognition systems at public places like airports and railway stations cannot effectively recognize faces in the presence of masks. Further, the images captured using surveillance cameras are generally of low resolution that poses additional challenges. Fig. 1 illustrates various challenges due to masks.

In recent years, several masked face datasets have been proposed to perform various studies, including the analysis of existing face recognition algorithms on masked faces and designing algorithms to detect masked faces [2], [6], [19]. However, most of the datasets contain faces of Caucasian and North Asian demographic. The literature shows that skin tone plays a vital role in recognition performance [10]. Thus, datasets from multiple demographic groups with ethnic variations are required to thoroughly analyze existing algorithms (in the presence of masks). Recently, Mishra et al. [14] proposed the Indian Masked Faces in the Wild (IMFW) dataset, containing masked faces of Indian people. The IMFW dataset is limited in size (only 1374 images) and captured in unconstrained environmental settings with significant variations in pose, illumination conditions, and backgrounds, making it challenging to analyze the performance variation due to masks. The dataset also lacks other demographic information such as gender. India is a large country with massive diversity in skin tone, facial features, and attire. Such diversity among people of the same country poses additional challenges to existing algorithms.

To promote the research on masked faces in the Indian context, in this research, we propose a novel Dual Sensor Indian Masked Face (DS-IMF) dataset. The dataset contains masked and non-masked images of 300 subjects captured using two devices in constrained environmental settings. The dataset is also annotated with gender information. Multiple experiments are performed to benchmark the performance of existing algorithms for masked face detection, gender prediction, mask detection, and masked face recognition in the Indian context. All the experiments are performed at varied resolutions to analyze the effect of resolution combined with the challenges of masked faces on existing algorithms.

II. RELATED WORK

In the literature, researchers have proposed few masked face datasets to analyze the effect of occlusion on different algorithms. Earlier in 2017, Ge et al. [6] proposed the MAsked FAces dataset (MAFA) to address the problem of...
Fig. 2. Sample images of the proposed DS-IMF dataset. (a) Set 1 and (b) Set 2. The subjects represent the diversity in attire, facial features, and skin tone. The variations in attire lead to different degrees of occlusion.

face detection in the presence of occlusion due to masks. The dataset contains 30,811 Internet images and 35,806 masked faces with variations in pose and the degree of occlusion. The authors further manually annotated six attributes for each masked face. With the onset of the COVID-19 pandemic, the creation of masked face datasets has gained momentum, and several datasets have been proposed in the past two years. Wang et al.[19] proposed three different datasets, Masked Face Detection Dataset (MFDD), Real-world Masked Face Recognition Dataset (RMFRD), and Simulated Masked Face Recognition Dataset (SMFRD) for masked face detection and recognition. MFDD is created for building robust detection algorithms that contain 24,771 masked face images downloaded from the Internet. All the images are labeled and annotated for the presence of masks, along with the position coordinates of the masked faces. RMFRD is created by crawling online resources for the frontal face images of public figures. The dataset contains 5,000 masked and 90,000 non-masked images of 525 people. SMFRD is prepared by simulating masks on previous non-masked faces datasets such as LFW [8], and WebFace [22] datasets to increase the volume and diversity of the masked face recognition dataset. The dataset contains 500,000 face images of 10,000 subjects.

Recently, Cabani et al.[2] proposed three types of masked face datasets for masked face detection, namely, Correctly Masked Face Dataset (CMFD), Incorrectly Masked Face Dataset (IMFD), and global masked face detection (MaskedFace-Net), created by combining CMFD and IMFD datasets. Flickr-Faces-HQ (FFHQ) [9] dataset, containing 70,000 high-quality face images, has been used to create the MaskedFace-Net dataset by defining a mask-to-face deformable model. The dataset is created for (i) detecting whether people have worn a mask or not and (ii) whether the mask is worn correctly or not. Thermal-Mask Dataset is proposed by Queiroz et al. [16] containing 153,360 images in both visible and thermal spectrum. The dataset is created from SpeakingFaces dataset [1] by generating masks on the unmasked images. A small, realistic fabric face mask dataset is proposed by lionnie et al. [12] containing 176 images of 8 subjects (22 images per subject) with variations in the pose. Most of the datasets contain faces of Caucasian and North Asian demography. The first masked dataset in the Indian context, Indian Masked Faces in the Wild (IMFW), is proposed by Mishra et al. [14]. The dataset contains masked and non-masked images of 200 Indian subjects. The dataset is limited in size and does not contain other demographic information.

III. Dual Sensor Indian Masked Face Dataset

This research presents a novel masked face dataset of 300 subjects belonging to Indian ethnicity. As opposed to the existing IMFW dataset [14], this dataset is collected in constrained environmental settings to analyze the variation in model performance due to masks. During data collection, the diversity in attire, facial features, and skin tone of different subjects are considered to represent the Indian population. The dataset is collected using two different sensors, and the details of the sensors are given below.

• a DSLR camera of 32.5 megapixels with a sensor size of 22.3 x 14.9 mm and,
• a mobile phone camera of 48-megapixel (f/1.79, 1.6-micron) + 5-megapixel (used for depth perception).

We have divided the dataset into two sets: (i) Set 1 and (ii) Set 2, depending on the sensor used to capture the
images. The images captured using DSLR camera are kept in Set 1 while the images captured using mobile phone camera are kept in Set 2. Figure 2 shows sample images of the proposed Dual Sensor Indian Masked Face (DS-IMF) dataset. The proposed dataset can be found at http://www.iabrucr.org/resources/dsimf.html.

A. Details of Data Collection

Images using both sensors are captured at a distance of 1.5 to 2 meters from the subjects. All the images are collected in controlled settings in a room during daylight with a plain light color background and slight illumination variation. The subjects are made to stand straight in front of the camera to simulate the real-life framework of voluntary photo submission. The dataset contains subjects of different skin tones, facial features, and attire. Due to the variations in the subjects’ attire, such as caps, veils, and eyeglasses, the dataset contains varying degrees of occlusion apart from the occlusion due to masks.

A total of 3600 images corresponding to 300 subjects were collected. During masked face recognition or mask detection, deep learning algorithms require both masked and non-masked images. Therefore, one non-masked image and five masked images are collected corresponding to each sensor for each subject. Thus, the DS-IMF dataset consists of 600 non-masked and 3000 masked images. Table I shows the dataset statistics. The masks used to collect the data have different colors, random prints, with some having face prints as well.

B. Annotation Details

Multiple annotations have been provided corresponding to each image for different experimental purposes. Thus, each image is annotated with subject id, gender, face coordinates, binocular region coordinates, and mask/non-mask information. All the annotations are done manually.

To anonymize the identity of the subjects, we have assigned a unique id to each subject. During the process of data collection, the gender information of each subject is recorded. Additionally, we have annotated the face and binocular region coordinates for each image with the help of the online VGG-Image annotator1. It records the x and y coordinate along with the width and height of the annotated region. Furthermore, the mask/non-mask information for each image is provided. We have annotated the type of mask worn by the subject (random printed or face printed masks).

To segregate the images captured using different sensors, the images in Set 1 and Set 2 are stored into two separate folders. Images of all the subjects follow the same naming convention and are labeled as x_yy.JPG where,

- x represent the subject id from 1 to 300 and,
- yy represent the mask/non-mask information as nm, fp or rpn. Here, nm represents non-masked images. Masked images are represented as fp or rpn, where fp represent images with face printed masks and rpn represent images with random printed masks. n in rpn denotes the number of the random printed mask whose value lies between 1 and 4.

The gender information is provided in a separate file with ID and Gender columns, where the ID column represents the subject id, and the corresponding gender column provides the gender information as ‘f’ for female and ‘m’ for male. Face and binocular region coordinates corresponding to each image are provided in two separate files for the two sets. Each file has three columns: (i) image label, (ii) region id with ‘0’ for face coordinates and ‘1’ for binocular region coordinates, and (iii) coordinates. The proposed DS-IMF dataset with multiple annotations can be used to explore different challenges of masked faces.

IV. EXPERIMENTAL SETUP

The performance of existing models is evaluated for various tasks on the proposed Dual Sensor Indian Masked Face (DS-IMF) dataset. For this purpose, four different experiments have been performed. All the experiments are performed by varying the resolution of the images to analyze the different challenges of masked faces.

A. Statistics of the Proposed DS-IMF Dataset

<table>
<thead>
<tr>
<th>No. of</th>
<th>Set 1</th>
<th></th>
<th></th>
<th>Set 2</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects</td>
<td>M</td>
<td>F</td>
<td>Total</td>
<td>M</td>
<td>F</td>
<td>Total</td>
</tr>
<tr>
<td>Non-Masked Images</td>
<td>229</td>
<td>71</td>
<td>300</td>
<td>229</td>
<td>71</td>
<td>300</td>
</tr>
<tr>
<td>Masked Images</td>
<td>1145</td>
<td>355</td>
<td>1500</td>
<td>1145</td>
<td>355</td>
<td>1500</td>
</tr>
<tr>
<td>Total Images</td>
<td>1374</td>
<td>426</td>
<td>1800</td>
<td>1374</td>
<td>426</td>
<td>1800</td>
</tr>
</tbody>
</table>

1https://www.robots.ox.ac.uk/ vgg/software/via/via.html

The first experiment is performed to evaluate the performance of existing face detectors for the task of masked face detection. We used the MTCNN [23], S3FD [24], and RetinaFace [5] face detectors in our experiments.

In the second experiment, the performance of existing models are evaluated for the task of gender prediction. For this purpose, four deep models namely, VGGFace [15], ResNet50 (trained on the VGGFace2 dataset) [3], LightCNN29 [20], and ArcFace [4] are trained to classify an input image into male or female.

The third experiment evaluates the performance of the models for the task of mask detection. Models are trained to classify whether the subject in the input image has worn a mask or not.

The fourth experiment is performed to evaluate the model’s performance for masked face recognition. Experiments are performed under two settings: (i) pre-trained model evaluation and (ii) model training using existing loss functions. In the first setting, models are evaluated without training, while in the second setting, models are evaluated by training them using existing loss functions on the proposed DS-IMF dataset.
Protocol: All experiments have been performed on both sets with the same training and testing splits. The training and testing sets contain non-overlapping subjects with 70% subjects in the training set and 20% in the testing set. For the task of masked face recognition, we additionally divided the training and testing sets into gallery and probe, where the gallery contains only non-masked face images and the probe contains only masked face images. Experiments are performed at different resolutions following the same protocol. For masked face recognition experiments, the resolution of only the probe images is varied while keeping the gallery images at original resolution. This is done to emulate the real-world scenario of matching low-resolution real-time images with high-resolution enrolled images.

Implementation Details: All the experiments are performed on Nvidia GeForce GTX 1080 Ti. Implementation details of the experiments are discussed below.

Masked Face Detection: Face detectors are used to obtain the bounding box containing faces for an input image. We compute Intersection over Union (IOU) of the ground truth and the regions predicted by face detectors. For each image, if the IOU is greater than a threshold (0.4) then we consider it as a face.

Gender Prediction and Mask Detection: After the final convolutional layer for each task, all the models are trained separately by adding two dense layers. The dimensions of the dense layers for the VGGFace [15], ResNet50 [3], and LightCNN29 [20] models are 128 and 64. For the ArcFace [4] model, dense layers are of dimensions 512 and 256. Each dense layer is followed by ReLU activation. The models are trained using the cross-entropy loss function. The lightCNN29 model is trained for 30 epochs using Stochastic Gradient Descent optimizer with a learning rate of 0.0001, the momentum of 0.9, weight decay of 1e-4. Other models are trained for 20 epochs using Adam optimizer with a learning rate of 0.0001 for the first ten epochs, which is reduced by 0.1 after every five epochs. During training, the last few convolutional layers are trained along with the dense layers. For the ArcFace model, only the dense layers are trained while keeping the convolutional layers frozen.

Masked Face Recognition: LightCNN29 is used as the base network for model training using existing loss functions. Models are trained by freezing the initial convolutional layers and updating the last ten convolutional layers to minimize loss. The models are trained for 10 epochs for contrastive and triplet loss using Adam optimizer with 50 batch size and 0.00001 learning rate. The margin is set to 2.0 and 0.4 for the contrastive and triplet loss, respectively. For model training using ArcFace and CosFace loss, a batch size of 64 is used. The models are trained for 30 epochs using a Stochastic Gradient Descent optimizer with a learning rate of 0.01, the momentum of 0.9, weight decay of 5e-4.

V. RESULTS AND ANALYSIS

Multiple experiments have been performed to analyze the challenges induced by masks coupled with the effect of resolution on existing algorithms in the Indian context. Fig. 3 shows sample images at different resolutions. The pipeline of different tasks performed on the DS-IMF dataset is shown...
Fig. 4. Pipeline of different tasks performed on the DS-IMF dataset. The first task is to detect faces from the input images. The detected faces are given as input to perform other tasks. All the tasks are performed at different resolutions by downsampling the detected faces to required resolutions.

A. Masked Face Detection

We evaluated the performance of three face detectors on the proposed DS-IMF dataset. We observed that the regions predicted by the detectors contain non-facial regions along with the facial regions. Thus, we calculated the IOU of the regions predicted by the detectors with the ground truth region (obtained using the VGG-Image annotator). The regions for which the IOU is greater than a threshold are considered as faces. Multiple experiments are performed to select the threshold to get the desired result. The IOU is computed as:

\[
IOU = \frac{\text{Intersection(predicted region, ground truth)}}{\text{Union(predicted region, ground truth)}}
\]  

Fig. 5 shows the detection accuracy on masked and non-masked faces obtained using the three detectors at different resolutions on the DS-IMF dataset. It is observed that most of the detectors fail to detect masked faces. The popular MTCNN detector could only detect 58.99% and 58.33% masked faces from Set 1 and Set 2 at original resolution. S3FD detector also shows low detection accuracy for masked faces. Face detection is the first step of the recognition pipeline. Other tasks such as gender prediction and mask detection also require the detected faces, as shown in Fig. 4. Low performance of face detectors on masked faces
adversely affects the performance of other tasks as well.

RetinaFace is one of the most recent face detectors that achieves high detection accuracy of more than 99% on both masked and non-masked faces at original resolution. However, significant degradation in the accuracy of all the models is observed at low resolution on masked images corresponding to both sets. For instance, when the images are downsampled by a factor of 0.06, the accuracy of RetinaFace detector reduces to 73.13% and 65.60% on masked faces corresponding to Set 1 and Set 2, respectively. This highlights that low resolution masked face detection is still an open problem.

B. Gender Prediction & Mask Detection

The models are trained separately for the task of gender prediction and mask detection. Fig. 6 shows the receiver operating characteristic (ROC) curve for the two tasks on Set 1. It is observed that all the models perform well at higher resolutions. However, as the resolution of the images decreases to $16 \times 16$ and $8 \times 8$ resolution, the model performance deteriorates. For instance, all the models achieve more than 97% accuracy up to $32 \times 32$ resolution for gender prediction. But the accuracy reduced to 93.63% and 88.14% at $16 \times 16$ and $8 \times 8$ resolutions, respectively, corresponding to the ArcFace model. A similar set of observations are drawn for the task of mask detection. The results on Set 2 are shown in Fig 7. Similar to Set 1, the performance of the models decreases at low resolution for the images of Set 2. This indicates that low resolution gender prediction (in the presence of mask) and low resolution mask detection is a challenging task.

C. Masked Face Recognition

Two different experiments are performed to analyze the effect of masked faces on recognition performance. The following discusses the results of the two experiments.

Pre-trained model evaluation: For baselining, the performance of the four pre-trained face recognition models are evaluated for the task of masked face recognition. To emulate the real-world scenario of matching masked images with enrolled non-masked images, we kept one non-masked image per subject in the gallery and the rest of the masked images of each subject in the probe. We extract the features from the gallery and probe images using the pre-trained models. Extracted features are then matched using cosine distance. We repeated the experiments for both sets of the DS-IMF dataset at different resolutions.

Table II shows the rank-1 identification accuracy of different models at varied resolution. It is observed that except VGGFace model, which achieves 52.61% and 49.47% rank-1 accuracy corresponding to Set 1 and Set 2, respectively, all other models achieve more than 90% rank-1 accuracy at original resolution. At low resolution, specifically beyond $48 \times 48$ resolution, the performance of all the models degrade...
significantly. A drop of more than 10% rank-1 accuracy is observed at 32 × 32 resolution compared to the original resolution, and all the models achieve approximately 2-3% accuracy at 8 × 8 resolution. This shows the ineffectiveness of existing face recognition models towards recognizing low resolution masked face images.

On comparing the model performance for Set 1 and Set 2, it is observed that at lower resolutions (beyond 48 × 48), the performance of the models is lower on Set 2 compared to Set 1. As mentioned earlier, the images of Set 1 are captured using DSLR camera, while the images of Set 2 are captured using mobile phone camera. The difference in model performance across different sets highlights the role of different sensors used to capture the images on recognition.

**Model training using existing loss functions:** We evaluated the existing loss functions, namely contrastive loss, triplet loss, cosface loss, and arcface loss on the proposed DS-IMF dataset. We trained the LightCNN29 model using these loss functions. These experiments are performed for each set of the DS-IMF dataset and for different resolutions. For model training using contrastive loss, pairs are created by taking one non-masked image and one masked image. Similarly, we created the triplets by considering the non-masked image as the anchor, one masked image of the same subject as positive, and one masked image of a different subject as negative. This type of pairing is followed with the aim of optimizing the model to match the masked probe images with the enrolled non-masked images.

The results are shown in Table III. It is observed that the performance of the LightCNN29 model improves after model training on the DS-IMF dataset using existing loss functions. All the models achieve more than 98% and 99% rank-1 accuracy for Set 1 and Set 2, respectively. The performance of the models (at higher resolution) on the DS-IMF dataset is comparable to the performance on other non-masked face datasets [8], owning to the fact that the images are captured in controlled settings. Table III further shows a significant drop in model performance beyond 32 × 32 resolution. An average drop of around 90% accuracy is observed at 8 × 8 resolution compared to the original resolution for all the models on both sets. It is clear from the results that even after training the models using state-of-the-art loss functions, masked face recognition is challenging at lower resolution.

For all the experiments, we observe that the models perform well at high resolution. It is important to note that the dataset is collected in constrained environmental settings to analyze the challenges due to masks. The results indicate that the existing algorithms are able to handle the challenges of occlusion due to masks. But when the resolution of the images decreases, the performance of the models degrade, especially for the task of face recognition. This highlights the challenges of low resolution masked face recognition.

We believe that the problem requires the attention of the research community and focused research efforts to develop robust algorithms.

**VI. Conclusion**

In the events of unexpected challenges, people have always learned to upgrade themselves and modify their way of living. The worldwide crisis of COVID-19 is one such predicament that completely reformed our lives. As masks have become an essential part of daily wear and a compulsion to wear them in workspaces, where face authentication is required, we need to update our systems to detect and recognize masked faces. With this motivation, we propose a new dataset Dual Sensor Indian Masked Face (DS-IMF) dataset, to capture the variation in ethnicity, attire, and skin tone of the Indian population. In this paper, we explored different problems of masked faces on the DS-IMF dataset and different sensor combinations to capture the images. Baseline experiments show that while state-of-the-art algorithms improvise well on these problems, some reform is still required to deal with lower resolution images.
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