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Abstract

Low cost RGB-D cameras are gaining significant popu-
larity in surveillance scenarios. While RGB images contain
good quality discriminative information, depth images cap-
tured in uncontrolled environment at a distance does not
provide accurate depth map. In this research, we present
a learning based reconstruction and mapping algorithm to
generate a feature rich representation from the RGB im-
ages. These reconstructed images are then used for face
identification. The experiments performed on both IIITD
RGB-D database and the challenging Kasparov database
show that the proposed algorithm yields significant im-
provements compared to when the original depth map is
used for identification. Comparison with existing state-of-
the-art algorithm also demonstrate the efficacy of the pro-
posed architecture for RGB-D images.

1. Introduction

Face recognition is one of the highly investigated bio-
metric modality. A large number of methods exist in liter-
ature [22] for identification and verification of face images
under controlled scenarios. Introduction of covariates such
as distance from the camera, pose, illumination, and resolu-
tion makes the problem challenging and requires novel and
sophisticated algorithms. With the advent of depth sensors,
Han et al. [7] introduced the use of utilizing 3D images
(RGB and Depth) have been introduced for face recogni-
tion. RGB-D images have been used in a variety of applica-
tions such as indoor scene segmentation [17], human action
recognition [21], face anti-spoofing [3], head pose estima-
tion [4], object recognition [14], object discovery [10], face
detection [8], and gender recognition [9].

In the last few years the cost of depth sensors has de-
creased, which has led to increased interest in RGB-D face
recognition. In presence of covariates such as pose and illu-
mination, it has been shown that 3D images perform better
than their 2D counterparts in face recognition [11]. The
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Figure 1: RGB and depth images: (a) in controlled con-
ditions (Eurecom RGBD database [15]) and (b) with large
standoff distance and uncontrolled conditions (Kasparov
database [1]).

depth map provides additional discriminative information
which enhances the recognition performance. Most of the
well known RGB-D face recognition algorithms have uti-
lized the discriminative information from both RGB and
depth images using sophisticated information fusion algo-
rithms. Li et al. [12] presented a face recognition algorithm
from low resolution 3D images. Texture transformation and



a sparse coding based reconstruction method is used to per-
form face matching. Goswami et al. [6] proposed using a
descriptor based on entropy of RGB-D images and saliency
feature from the RGB image. Geometric facial features are
also utilized and a sophisticated fusion method is proposed
to use the RGB-D images for face recognition. Li et al. [13]
proposed a 3D keypoint based face matching algorithm us-
ing multi-task sparse representation. Elaiwat et al. [2] used
a multimodal keypoint detector for identifying keypoints on
a 3D surface, and both texture and 3D local features are
utilized. Ming [16] proposed a regional bounding spheri-
cal descriptor for facial recognition and emotional analysis
which uses regional and global regression mapping for clas-
sification.

Majority of the existing RGB-D face recognition re-
search has focused on controlled environment. However,
the sensors can also capture images from a distance in a
real world deployment. As shown in Figure 1a, when cap-
tured at close distances, the quality of depth images is good.
However, with large standoff distance between the camera
and the subject, depth sensors fail to capture good quality
depth images (Figure 1b). In such situations, it may not
be advisable to use poor quality images. Therefore, in this
research, we propose to utilize the complementary infor-
mation available in both RGB and depth images to yield a
feature rich representation for face recognition.

Several researchers have explored the applicability of
image fusion algorithms to improve the performance with
where multimodal information is available. For instance,
Singh et al. proposed wavelet fusion based algorithm to
combine images from multiple spectrums [19]. However,
these algorithms either have fixed wighting scheme to gen-
erate the fused image or utilize quality assessment to se-
lect local image regions and their weights. Recent intro-
duction of multimodal deep learning paradigms [18, 20]
has provided the researchers a new spectrum of applica-
tions where multiple modalities are involved and not all the
modalities are required during testing to perform an accu-
rate match. Inspired from this, we introduce a new neural
network based algorithm to yield feature rich representation
from RGB images so that it contains more discriminative
information than original depth images. During training, a
mapping function is learnt between RGB and depth images
that helps to yield a feature rich representation that has the
properties of both RGB and depth data. The property of
generating such representation from the RGB probe images
provides an added advantage that it is not necessary to cap-
ture depth information during testing. The major research
contributions of our paper can be summarized as follows:

• We introduce a novel neural network architecture to
learn a mapping function between two modalities M1

and M2. This mapping function can be used to recon-
struct one modality from the input information of the

other.

• The proposed architecture is applied on RGB and
depth face images to generate a feature rich represen-
tation. The approach utilizes the discriminative prop-
erties of depth data without the need of capturing depth
data for probe images. This approach can be deployed
in scenarios where the standoff distance of the subject
from the camera is too high to get good quality depth
data.

• On the Kasparov database [1], the proposed algorithm
provides state-of-the-art results and yields significant
improvements in identification accuracy on low quality
face images captured at a distance. On the IIITD RGB-
D database [5] the proposed algorithm yield competi-
tive accuracies with respect to [5].

2. Proposed Algorithm

This section presents the formulation of the proposed al-
gorithm. The algorithm is presented as a generic model
for learning a feature rich representation of two modali-
ties namely M1 and M2 followed by a classifier for iden-
tification. The learning phase is composed of two main
steps, learning the feature rich representation and learning
the classifier for identification. Figures 2 and 3 illustrate the
steps involved in the proposed pipeline where M1 and M2

are considered to be RGB and depth images respectively in
this research.
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Figure 2: Illustrating the training module of the proposed
algorithm.
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Figure 3: Illustrating the steps involved in testing with the proposed algorithm and identification using reconstructed data.

2.1. Learning Mapping and Reconstruction using
Neural Network
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the n data samples pertaining to the second modality (e.g.
depth data). In this research, we propose to learn a mapping
function R : XM1 −→ XM2 using an autoencoder style
neural network architecture. In the proposed approach, the
first layer termed as the mapping layer can be expressed as

H = φ(W1.XM1 + b1) (1)

where, φ is the sigmoid function and W1, b1 are the weights
and bias respectively. In the second layer called as recon-
struction layer, we learn the mapping between XM1

and
XM2 using Equations 2 to 4.

X̂M2
= φ(W2.H + b2)

= φ(W2.φ(W1.XM1
+ b1) + b2)

(2)

such that

argminθ(||XM2
− X̂M2

||22 + λR) (3)

expanding Equation 3 using Equation 2,

argminθ(||XM2
−φ(W2.φ(W1.XM1

+ b1)+ b2)||22+λR)
(4)

where λ is the regularization parameter, R is the regular-
izer, and θ is the set of parameters {W1,W2, b1, b2}. In this

formulation, we have applied l2 − norm regularization on
the weight matrix, which prevents overfitting by performing
weight decay. From equations 2 and 3, it can be inferred
that X̂M2

is the reconstruction of XM2
. The network for re-

construction also provides us a feature map, H , in between
XM1 and XM2 . Thus, there are two outcomes of the pro-
posed network,

• X̂M2
as the reconstructed depth data generated by us-

ing XM1
as input.

• H as a mapping function between XM1
and XM2

.

This mapping and reconstruction algorithm can be ap-
plied to any relevant bimodal database. In this research, we
utilize the proposed algorithm to improve the performance
of RGB-D face recognition.

2.2. RGB-D Face Recognition

We next describe the RGB-D face recognition algorithm
based on the proposed mapping and reconstruction algo-
rithm described in the previous section. The proposed al-
gorithm has two components: (1) training: to learn the
mapping and reconstruction layers using a training set of
RGB-D face images and (2) testing: determining the iden-
tity of the person using RGB or depth images.

With M1 being the RGB modality (converted to
grayscale) and M2 being the depth data, we first learn the
mapping between XRGB and Xdepth to obtain H and the
reconstructed depth map X̂depth.

X̂depth = φ(W2.φ(W1.XRGB + b1) + b2) (5)
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Figure 4: Visualizations of different representations used in the proposed method, (a) IIITD RGBD database [5], (b) Kas-
pAROV database, where column 1: RGB image in grayscale, column 2: Captured depth image, column 3: Visualization of
learned feature rich representation V̂shared, shows the discriminative properties of the reconstructed depth X̂depth.

such that

argminθ(||Xdepth − X̂depth||22 + λR) (6)

Figure 4 shows samples of the feature rich representation
obtained using the proposed algorithm. It can be observed
that compared to the original depth map, the obtained rep-
resentation contains more discriminative information and
should be able to provide better identification performance.

The next step is to use the mapping function and re-
constructed output for identification. We learn a multiclass
neural network classifier for face recognition. As shown
in Figure 3, the input to the testing module is only the
grayscale image. Given input RGB (grayscale) probe im-
ages the learned network is first used to generate X̂depth

using equation 5. This representation is then given as input
to the trained neural network classifier for identification.

3. Experimental Results and Analysis
For evaluating the performance of the proposed recon-

struction based network, we have used two RGB-D face
datasets, the IIITD RGB-D dataset [5] and the Kasparov
dataset [1]. Since training the mapping function requires
large training data, the proposed representation learning
model (Fig. 2) is first pretrained using the EURECOM [15]
RGB-D face database.

1. The EURECOM dataset [15] contains high quality reg-
istered RGB and depth images images of 52 subjects

captured using the Microsoft Kinect version 1 sensor.
The dataset provides face images of each person with
expressions, lighting, and occlusion. The dataset also
provides 3D object files of the faces apart from RGB
and depth images.

2. KaspaAROV: KaspAROV is a RGB-D video dataset
captured using both Kinect v2 and v1 sensors in
surveillance like scenarios. Detected and cropped
faces of 108 subjects, from the video frames under the
variates of pose, illumination, distance and expression
are provided in the dataset. For our experiments we
have only used data from Kinect v2 sensor due to better
registration of the RGB and depth images as compared
to the Kinect v1 sensor data. The Kinect v2 sensor data
in the KaspAROV dataset consists of 62, 120 face im-
ages. The resolution of the RGB videos is 1920×1080
and those of depth videos is 512× 424.

3. IIITD RGB-D The IIITD RGB-D dataset contains
images of 106 subjects captured using the Microsoft
Kinect version 1 sensor. Each subject has multiple im-
ages,ranging between 254 to 11 images per subject per
fold. The RGB and the depth images are captured as
separate 24 bit images. The resolution of both RGB
and Depth frames is 640× 480.



Table 1: Details of databases used in the experiments

Dataset Device Classes Image Size Train set Test setRGB Depth
Eurecom Kinect 1 52 256× 256 256× 256 364 -

IIITD RGBD Kinect 1 106 Variable Variable 9,210 13,815
KaspAROV Kinect 2 108 64× 64 64× 64 31,060 31,060

3.1. Preprocessing

The images are converted into grayscale, followed by
face detection. The detected facial regions from both
grayscale and depth images are resized to a fixed resolution
of 64 × 64 pixels. Since the IIITD RGB-D [5] and Eure-
com [15] datasets contain good quality images, the cropped
images (RGB and depth) provided in the database are uti-
lized without any pre-processing. However, for the Kas-
parov dataset, faces are detected using Kinect Face API.
The frames where faces are not detected, manual annota-
tions given with the database are used to detect the faces.
Due to high variance in distance of subjects from the cam-
era sensor, the face images in KaspAROV dataset (both
RGB and Depth) are very challenging. In order to improve
the quality of depth images we have used Markov Random
Field based depth enhancement technique. RGB images are
used without any enhancement.

3.2. Protocol

Entire EURECOM database is used for pre-training the
reconstruction networks. Even though the number of sam-
ples in Eurecom dataset is not large, it provides well reg-
istered RGB and depth images of good quality along with
multiple variates in pose, illumination, expression.

The remaining two datasets are used for fine-tuning and
testing. As shown in Table 1, they are divided into train-
ing and testing sets according to their pre-defined protocols.
For identification experiments on the KaspAROV dataset,
the pre-trained network is fine-tuned on 10% of the entire
dataset and the neural network classifier is trained on 50%
(which includes the data for finetuning). The remaining
50% is used for testing. For IIITD RGB-D dataset, a similar
finetuning is performed, the classifier is trained on 40% of
the dataset and tested on the remaining 60% of the images.

3.3. Experiments

To evaluate the efficacy of the proposed architecture, we
have performed multiple identification experiments along
with comparing the performance with state-of-the-art algo-
rithms in literature. The experimental setup for all five ex-
periments are described below and these are performed on
both the testing databases.

1. Recognition on raw features: The raw depth and RGB
images are used directly as features to train neural net-

work classifiers. These are numbered as experiments 1
and 2.

2. Recognition on hidden representation: The learnt
weights (W1) of the proposed reconstruction network
between two modalities XRGB and Xdepth, we can
create a representation H as explained in Section 2.2.
This is numbered as experiment 3.

3. Recognition using feature rich representation: As ex-
plained in Section 2, the reconstructed depth maps are
feature rich representations obtained by projecting the
depth image and are used for identification. This is
referred as experiment 4.

4. Recognition using RISE [5] features: To compare the
performance with state-of-the-art algorithm, RISE [5]
features are chosen. This is termed as experiment 5.

3.4. Results and Analysis

Table 2 summarizes the rank-1 identification accuracies
of all the experiments on both KaspAROV and IIITD RGB-
D databases. The CMC curves for the same are outlined in
Fig. 6.

• The identification accuracies of raw RGB and depth
data separately (Experiment 1 and 2 ) can be consid-
ered as the baselines against which we can compare
all the other experiments. Depth information yields
an accuracy of 11.80% and 26.81% whereas RGB in-
put yields 23.24% and 36.75% respectively on Kas-
pAROV and IIITD RGB-D databases. Accuracies on
some well known handcrafted features like LBP and
Gabor (Experiment 5 and 6) are also provided.

• The hidden representation also gives competitive ac-
curacies (experiment 3) with respect to the shared rep-
resentation learnt by the proposed network for both
KaspAROV and IIIT RGB-D databases. This shows
that hidden representation H also learns discrimina-
tive information from both the modalities alike the re-
constructed depth. We trained both the models (ex-
periments 3 and 4) for equal number of epochs. The
visualization of the hidden layer weights W1 of the re-
construction network is depicted in Figure 5.



Table 2: Identification results on the IIITD RGBD and Kasparov databases.

Experiment No. Modality 1 Modality 2 Feature Rank-1 Identification Accuracy (in %)
KaspAROV Dataset IIITD RGBD Dataset

1 Depth - Raw 11.80 26.81
2 RGB - Raw 23.24 36.75
3 RGB Depth Hidden 60.00 98.08
4 RGB Depth Reconstructed 67.77 98.71
5 RGBD - RISE [5] 52.38 98.74
6 RGB - LBP 1.63. 9.53
7 RGB - Gabor 2.59. 36.16

• The reconstructed depth X̂depth obtained from the
RGB to depth reconstruction network gives higher
identification accuracy (experiment 4 in Table 2) com-
pared to raw depth and RGB as the representation (ex-
periments 1 and 2 in Table 2 respectively). We have
also observed that X̂depth gives much better results
than learning features from the RGB data using a con-
ventional deep autoencoder (feature learning on RGB
data) and using the encoding weights to create a rep-
resentation. The proposed algorithm (experiment 4
in Table 2) significantly outperforms state-of-the-art
method RISE[5] on the KaspAROV dataset, where the
images are of surveillance quality. The IIITD RGB-D
database contains high quality images and the reported
results are already very high (over 98%). Therefore,
effect of the proposed algorithm is better analyzed on
Kasparov database.

• The feature rich representation obtained by projecting
the depth images, given by X̂depth has two kinds of
information: structural and discriminative. To visual-
ize the fact that they look different for each subject we
created a new visualization V̂shared given by

V̂shared = X̂depth −mean(X̂depth) (7)

where mean(X̂depth) is the mean reconstructed depth
image of the entire dataset. This visualization is de-
picted in Figure 4, column 3 in both (a) and (b). It
can be easily observed that they are different from
each other and encode important discriminative infor-
mation. On closer examination of the V̂shared images
it can be observed that they contain the properties of
both RGB and depth data.

4. Conclusion
It is challenging to apply RGB-D based face recognition

in surveillance scenarios due to the large distance of such
cameras from the subject. The depth information captured
in such situations is of poor quality and may not contribute

Figure 5: Visualizing the weights learnt by the hidden layer
of RGB to depth mapping network.

to recognition. We introduce a RGB-D face recognition
algorithm which only needs RGB images during testing.
This is accomplished using a novel representation learn-
ing model that learns the mapping and reconstruction be-
tween depth and RGB images. After training, it generates
feature rich representation from RGB images which con-
tains discriminative information from both RGB and depth
images. The results show that this representation is much
more discriminative than the RGB images and gives sub-
stantially higher identification accuracy than a conventional
fusion based RGB-D recognition pipeline.
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