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Abstract—One of the important cues in solving crimes and A. Literature Review
apprehending criminals is matching sketches with digital &ce
images. This paper presents an automated algorithm that exacts Sketch recognition algorithms can be classified into twe cat
discriminating information from local regions of both sketches egories:generativeanddiscriminativeapproaches. Generative
and digital face images. Structural information along with approaches model a digital image in terms of sketches and

the minute details present in local facial regions are encastl L .
using multi-scale circular Weber’s Local descriptor. Further, an then match it with the query sketch or vice-versa. On therothe

evolutionary memetic optimization is proposed to assign ggmal hand, discriminative approaches perform feature extaend
weights to every local facial region to boost the identificabn matching using the given digital image and sketch pair and do
performance. Since, forensic sketches or digital face imag not generate the corresponding digital image from sketohes
can be of poor quallty, a pre-processing technlque_ is _used 10 the sketch from digital images.

enhance the quality of images and improve the identificatiomper- i

formance. Comprehensive experimental evaluation on diffent 1) Generative Approachesang and Tang [1] proposed

sketch databases show that the proposed algorithm yields tier ~ Eigen transformation based approach to transform a digital
identification performance compared to existing algorithns and  photo into sketch before matching. In another approacly, the

two commercial face recognition systems. presented an algorithm to separate shape and texture infor-
Index Terms—Sketch Recognition, Face Recognition, Memetic mation and applied Bayesian classifier for recognition [2].
Algorithms, Forensic Sketch. Liu et al. [3] proposed non-linear discriminative classifier

based approach for synthesizing sketches by preservirg fac
geometry. Liet al. [4] matched sketches and photos using
a method similar to the Eigen-transform after converting
ACE recognition is a well studied problem in manysketches to photos. Recently, Wang and Tang [5] proposed
application domains. However, matching sketches witdarkov Random Fields based algorithm to automatically
digital face images is a very important law enforcememsynthesize sketches from digital face images and viceavers
application that has received relatively less attentiareRsic 2) Discriminative Approachesthl and Lobo [6] proposed
sketches are drawn based on the recollection of an eyessitnghotometric standardization of sketches to compare it with
and the expertise of a sketch artist. As shown in Fig. 1, feicen digital photos. The sketches and photos were geometrically
sketches include several inadequacies because of the incasrmalized and matched using Eigen analysis. Yuen and Man
plete or approximate description provided by the eye-vsi$ne [7] used local and global feature measurements to match
Generally, forensic sketches are manually matched with thketches and mug-shot images. Zhatgal. [8] compared
database comprising digital face images of known indivisluathe performance of humans and PCA-based algorithm for
Existing state-of-the-art face recognition algorithmswwat matching sketch-photo pairs with variations in gender,, age
be used directly and require additional processing to asdrethnicity, and inter-artist variations. They also dis@gsabout
the non-linear variations present in sketches and digéet f the quality of sketches in terms of artist's skills, expede,
images. An automatic sketch to digital face image matchirgposure time, and distinctiveness of features [9]. Sityila
system can assist law enforcement agencies and make Nigami et al. [10] analyzed the effect of matching sketches
recognition process efficient and relatively fast. drawn by different artists. Klare and Jain [11] proposed a
Scale Invariant Feature Transform (SIFT) based local featu
approach where sketches and digital face images were naatche
using the gradient magnitude and orientation within thelloc
region. Bhattet al. [12] extended Uniform Local Binary
Patterns to incorporate exact difference of gray levehisitées
to encode texture features in sketches and digital faceamag
Fig. 1. Sample images showing exaggeration of facial featim forensic Klare et al.[13] extended their approach using Local Feature
sketches. Discriminant Analysis (LFDA) to match forensic sketches.
In their recent approach, Klare and Jain [14] proposed a
_ _ _ framework for heterogeneous face recognition where both
H.S. Bhatt, S. Bharadwaj, R. Singh, and M. Vatsa are with tidkedprastha
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samarthb, rsingh, mayank)@iiitd.ac.in. linear kernel similarities. Zhangt al. [15] analyzed the psy-
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chological behavior of humans for matching sketches drawn3) Human performance for matching sketches with digital

by different sketch artists. Recently, Zhagical. [16] proposed
an information theoretic encoding band descriptor to a&ptu
discriminative information and random forest based maighi

face images is also analyzed. The information collected
from the subjects corroborate with our initial observa-
tion that local regions in sketch provide discriminating

to maximize the mutual information between the sketch and information.

the photo. 4) The paper also presents a part of the IlIT-Delhi database
(Viewed and Semi-forensic Sketch database) &md

B. Research Contributions forensic sketch-digital image pairs to the research com-

After discussing with several sketch artists, it is obsdrve ~ Munity to promote the research in this domain.
that generating a sketch is an unknown psychological phe-The paper is organized as follows: Section Il describes the
nomenon, however, a sketch artist generally focusses on Eig-processing technique for enhancing forensic skeigitati
facial features and texture which he/she tries to embedén tiinage pairs. Section IlI-A presents Multi-scale Circulat v
sketch through a blend of soft and prominent eddésrefore, (MCWLD) and Section IlI-B explains memetic optimization
the proposed algorithm is designed based on the followirfq matching sketches with digital face images using weight
observations: x~ distance. Section IV presents the three types of sketch

. information vested in local facial regions can have higatabases used in this research. Sections V to VII present

discriminating power; comprehensive experimental results and key observations.

« facial patterns in sketches and digital face images can be
efficiently represented by local descriptors.

This research proposes an automatic algorithm for matchin

sketches W.ith digital face images u_sing the modified Wet.)er,enerally used viewed sketches where the quality of sketch-
local _descrlptor (WLD) [17]. WLD.'S U.SEd for repre_sentlnggigital image pair is very good. On these good quality viewed
face images at multiple scales with circular encoding. Th(f( P Sdhe e e

. . . Lo . sketches, the state-of-art is ab®@% (rank-1 identification
multi-scale analysis helps in assimilating informatiowonfr

minute features to the most prominent features in a faceémaaccuracy) while the state-of-art in forensic sketch redbm

. T ) c% about16%. One of the reasons for low recognition perfor-
Further, memetically optimizeg“ distance measure is use . . 2 .
mance is that forensic sketches may contain distortions and

for matching sketches with digital face images. The prodo.sﬁoise introduced due to the excessive use of charcoal pencil

maFchlng a_\lgonthm improves the_ performance l_3y ass'gmrf)%per quality, and scanning (device noise/errors). Furibee,
optimal weights to local facial regions. To further imprabhe S .
in _the gallery, digital images may also be noisy and of

performance, a DWT fusion based pre-processing techni {ib-optimal quality because of the printing and scanning of
is presented to enhance forensic sketch-digital images.pair P q y P 9 9

Moreover, in this research, three different types of skegch' 1 29€S: As sho_wn n F|g_. 2, forensic sketch-digital image
: pairs of lower visual quality may lead to reduced matching
are used for performance evaluation. . S
i ) ) . performance as compared to good quality sketch-digitayjama
1) Viewed sketches, drawn by a sketch artist while IOOk'nggairs

at the digital image of a person. n this research, a pre-processing technique is presemiéd t
2) Semi-forensic sketches, drawn by a sketch artist bas&qx,I ' 2 pre-p g g P

ances the quality of forensic sketch-digital imagespdine

on his recollection from the digital image of a p?rson'steps involved in the pre-processing technique are destrib
3) Forensic sketches, drawn based on the description Of@é]ow-

eyewitness from his recollection of the crime scene.

Il. PRE-PROCESSINGALGORITHM

S?’In sketch to digital face image matching, researchers have

. o . . Let f be the color face image to be enhanced. [fet
The major contributions of this research can be summarized’ and f¥ be the red and luma channktespectively. These

as fOIIOWS:, , ) two channels are processed using the multi-scale retinex
1) Previous approaches for matching forensic sketches (MSR) algorithm [18], [19]. MSR is applied on both red
manually separatgood and bad forensic sketches and and luma channels t(j) obtajfi™ and fum

gene_rglly _focgs orgood forensic sketc_he_s 9”'y- Such f™ andf¥™ are subjected to wavelet based adaptive soft
classification is often based on the similarity between thresholding scheme [20] for image denoising. The algo-
the sketch and the corresponding digital face image rithm computes generalized Gaussian distribution based

\t,r:hslcz ;Sotnortaa\r;aallltgfz ;Eer??r:eagfp:f:tt(lz?\hﬁ T:?g?;?]r:_é soft threshold which is used in wavelet based denoising
S ! pragmat I ng ! to obtain ™™ and f¥™ respectively.

sketch with a digital face database. In this research, Noise removal may lead to burring of edges: therefore, a

;:rel;gr"(:cesfs ;r;?e;esﬁznslggtedf diprietrsre il:;t]zd ;ora?rnsha;rcg?g filter is applied to deblur those edges. Experiments show
d y g ge pairs. that Wiener filter can restore the gengine facial edges.

processing forensic sketches enhances the quality and : i ) o o |
therefore, improves the performance by at least3%. Apgl}/;ng Wiener filter onf"™ and f** producesf
and f2.

2) Multi-scale Circular WLD and memetically optimized

x*? based algorithm is proposed for matching sketches o . _
In the watermarking literature, it is well established thetl and luma

with digit.al Tace images. The pro_posed algorithm OUtpeEhanneIs are relatively less sensitive to the visible noikerefore, these
forms existing approaches on different sketch databasesnnels are used for enhancement.
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« After computing globally enhanced red and luma chan-
nels, DWT fusion algorithm is applied ofi' and f2
to compute a feature rich and enhanced face im&ge,
Single level DWT is applied orf! and /2 to obtain the
detail and approximation bands of these images.ft/gt
Iy fi, and 7, be the four bands anfl=1,2. To
preserve features of both the channels, coefficients from
the approximation band of' and f2 are averaged.

fiL= mean(fiLaf%L) 1)

wheref7 , is the approximation band of enhanced image.
All three detailed subbands are divided into windows of
size3 x 3 and the sum of absolute pixels in each window
is calculated. For thé!" window in H L subband of the Fig. 3.  Quality enhancement using the pre-processing teeén (a)
two images, the window with maximum absolute value i@pres_ents digital face image before and after pr_e-prbtgeasnd (b) represents
selected to be used for enhanced subbﬁﬂg. Similarly, forensic sketches before and after pre-processing.

enhanced subband$ ,, and f;, are obtained. Finally,
inverse DWT is applied on the four subbands to generat»i-:II
a high quality face image. '

M ATCHING SKETCHES WITHDIGITAL FACE IMAGES

Local descriptor based approaches have received attention
F=IDWT(fip, fiu: firr: firn) (2) inface recognition due to their robustness to scale, aatént,
and speed. Local Binary Patterns (LBP) proposed by Gjala
This DWT fusion algorithm is applied on both forensig. [21] is one of the widely used descriptor for object as
sketches and digital face images. Fig. 3 shows quality efe|l as face recognition [22]. In face recognition litenaty
hanced forensic sketches and digital face images. Note tBaferal variants of LBP have been proposed:; Veolél. [23]
the pre-processing technique enhances the quality whee thgroposed three patch and four patch LBP for recognizing
are irregularities and noise in the input image, however, fices in unconstrained settings. Ztetal. [24] proposed LBP
does not alter good quality face images (i.e. sketch-digitgn three orthogonal planes and used it for dynamic texture
image pairs from the viewed sketch database). Sketches gi€ognition. Bhatet al. [12] extended LBP to incorporate the
scanned as three channel color images. Further, the forersiact difference of gray level intensities among pixel hbigr's
images obtained from different sources are three changgly used it for sketch recognition. Local descriptors sueh a
color images. If a gray scale image is obtained, multi-scal8p are generally used as dense descriptors where thedextur
retinex and wiener filtering are applied only on the singl@atures are computed for every pixel of the input face image
channel. Along with quality enhancement, face images atsh the other hand, there are sparse descriptors such as Scale
geometrically normalized and the size of detected faceregiinyariant Feature Transform (SIFT) [25] that are based on
is 192 x 224. interest point detection and computing the descriptor i th
vicinity of detected interest points. SIFT is computed gsin
gradient and orientation of neighboring points samplediado
detected key point. As a sparse descriptor, SIFT has bee&nh use
for face recognition by Biceget al. [26] and Conget al.
[27]. Klare and Jain [11] applied SIFT in a dense manner (i.e.
computing SIFT descriptor at specific pixels) for matching
sketches with digital face images. It is our assertion that
local descriptors can be used for representing sketches and
digital face images because they can efficiently encode the
discriminating information present in the local regions.
Recently Cheret al. [17] proposed a new descriptor, We-
ber's local descriptor, which is based on Weber's law and
draws its motivation from both SIFT and LBP. It is similar to
SIFT in computing histogram using gradient and orientation
and analogous to LBP in being computationally efficient and
considering small neighborhood regions. However, WLD has
Fig. 2. Paper quality, sensor noise, and old photographsiftect the quality some unique features that make it more efficient and ro.bUSt
of sketch-digital image pairs and hence reduce the perfacenaf matching @S compared to SIFT and LBP. WLD computes the salient
algorithms. (a) Good quality sketch-digital image pairsl n) poor quality micro patterns in a relatively small neighborhood regiothwi
sketch-digital image pairs. finer granularity. This allows it to encode more discrimivat
local micro patterns. In this research, WLD is optimized for
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matching sketches with digital face images by extending it Step2: Within each dominant orientation, range of differen-

multi-scale WLD. It is further optimized by computing thetial excitation is evenly divided intal/ intervals and then

descriptor in a circular manner (in contrast to the oridinalreorganized into a histogram matrix. Each orientation sub-

proposed square neighborhood manner). Finally, matchihigtogram inH(t) is thus divided intoM segments.H,,

of two multi-scale circular WLD (MCWLD) histograms iswhere m = 0,1,...,.M — 1 and M = 6. For each dif-

performed using memetically optimized weightetidistance. ferential excitation interval,,, lower bound is computed as

Nm,1 = (m/M —1/2)r and upper bound,, ., is computed as

o Hnu = [(m+1)/M —1/2]r.

A. Feature Extraction using MCWLD Each sub-histogram segmeft,, ; is further composed of
MCWLD has two componentg) differential excitatiorand S bins whereS = 3 and is represented as:

2) gradient orientation MCWLD representation for a given

face image is constructed by tessellating the face image and Hom.t = him.t.s ®)

computing a descriptor for each region. As shown in Fig. §yheres =0.1,...,5 — 1 and hom s IS represented as:

MCWLD descriptor is computed for different parametdrs

and R, where P is the number of neighboring pixels evenlyhm_tys — Z‘S(SJ ==3), (Sj — [M T 1}) .

J

separated on a circle of radidscentered at the current pixel. M = Mm,t)/S 2

Multi-scale analysis is performed by varying radiés and (6)
number of neighbor#’. Sketches and digital face images arélerej = 0,1, ..., N —1, m is the interval to which differential
represented using MCWLD as elaborated below: excitation¢; belongs i.e¢; € l,,, t is the index of quantized

. . . , . L orientation, and{-} is defined as follows:
1) Differential Excitation: Differential excitation is com-

puted as an arctangent function of the ratio of intensity () = L, if function is true, @)
difference between central pixel and neighbors to the sitgn 0, otherwise

of central pixel. The differential excitation of centralxpl
£(z.) is computed as: Step3: Sub-histogram segmentd,,, ; across all dominant

orientations are reorganized infd 1D histograms.

€(2) = arctan {le(xi - Ic)} 3) S_tep4: Concatenating thesé_f sub-histograms into a single
Te histogram represents the finél x 8 x 3 (M x T x 5)
circular WLD histogram. Segmenting the range of differahti
wherez. is the intensity value at central pixel adis the excitation into separate intervals accounts for the viariatin
number of neighbors on a circle of radius. If {(z:) is g given face image, and assigning optimal weights to these

positive, it simulates the case that surroundings aredighian 7, segments further improves the performance of CWLD
current pixel. In contrast, if(z.) is negative, it simulates the gescriptor.

case that surroundings are darker than current pixel.

=0

_ _ _ _ ~4) Multi-scale Circular WLD: Multi-scale analysis is per-
2) Orientation: The orientation component of WLD isformed by extracting CWLD descriptor with different values
computed as: of P and R and concatenating the histograms obtained at dif-

ferent scales. In this research multi-scale analysis ipeed
X P — T
(Z+R) ~%(R) }

(4) at three different scales with parameters(&s= 1, P = 8),

(R =2,P =16) and (R = 3,p = 24). A face image is

divided into 6 x 7 non-overlapping local facial regions and

MCWLD histogram is computed for each region. MCWLD

histograms for every region are then concatenated to form a
3) Circular WLD Histogram: For every pixel, differential global representation of the face image.

excitation €) and orientation{) are computed using Eqgs. 3

and 4 respectively. As shown in Fig. 5, a 2D histogram ¢ pemetic Optimization

circular WLD feature,CW LD(¢;,6,), is constructed where

j=0,1,..,.N—1,t=0,1,...,T7—1, andN is the dimension . . N
some facial regions are more discriminating than others and

of the image. Each column in D histogram correspondshence contribute more towards the recognition accuragy. S
to a dominant orientatiord;, and each row corresponds ta ’ 9 acy.

a differential excitation interval. Thus, intensity of &acell !?;:{,eMigx\éLr:ahIS[:gsga\r/g? ?r?rr?:z?w(t)r?l;jl:?i?)rgotg\;tr:rrde:ttrlloecﬁa*co
corresponds to the frequency of a certain differentialtexicin 9 y ying *

interval in a dominant orientation. Similar to Chenal. [17], tnc;tlZgcicfgczz(l:):‘.al(\;liglrerz\é?gnMc%er:r?szlsStgfgr?]\m/[ ci)rrG(e)sps)ngilng
four step approach is followed to compute CWLD descnptorrfistogram segments (as shown in StepkFig. 5) representing
Stepd: The 2D histogram CWLD(¢;,0,) is further en- different frequency information. Generally, the regionghw
coded into alD histograms. Differential excitationg, are high variance are more discriminating as compared to the
regrouped into7’ orientation sub-histogram<(¢), where flat regions, therefore, thd/ sub-histogram segments may

t=0,1,...,7 — 1 corresponds to each dominant orientationalso have varying contribution towards recognition accura

O(x.) = arctan{

T(P—R) = T(5-R)

The orientation is further quantized info dominant orienta-
tion bins wherel" is experimentally set as eight.

According to psychological studies in face recognition][28



SUBMITTED TO IEEE TRANSACTIONS ON PAMI 5

For multi-scale analysis, features are extracted for Multi-scale circular
(R=1, P=8), (R=2, P=16) and (R=3, P=24) WLD (MCWLD) for
each local patch

...... @ H={Hm}’ m=0, 1, 2,..M-1

Input image Tessellated image Circular WLD
feature extraction

Fig. 4. Steps involved in the proposed algorithm for matghsketches with digital face images.

2D histogram of Sub-histogram of Histogram Reorganized CWLD
differential excitation differential excitation matrix sub-histograms histogram
and orientations in in T orientations
face image . HO t=0 t=k t=T-1 .
P Hooi  {Hoei Hors :
I U= =aC U
b Pk ‘. _J -
2, 2, 2, @4
A .
H(k) Hyp Hiy Hir1
i i i i ) I A \ H;
P Ll m=i
ok ™ J“-» e ‘ . A
T <';'->-¢r ",;,E:) Py (@Dt Pry :{Hm }' m=0, 1, 2,..M-1
. HET-I Huia  Huig  Hwims
P Hy.y
CWLD (£,8) " sl g
’ ot J _/
P4 Dry
Step-1 Step-3 Step-4

Fig. 5. lllustrating the steps involved in computing thecalar WLD histogram (adapted from [17]).

It is our assertion that while matching MCLWD histogramsjonary approaches such as GA [30]. In this research, memeti
different weights need to be assigned to local regions, hilgorithm is used for optimizing the weights.

togram segments, and scales for better performance. Hiere, t 1) Weightedy? Matching using Memetic Optimization:
weights associated witH2 local facial regions andi sub- For matching two MCWLD histograms, weighted distance
histograms segments atifferent scales have to be optimizedmeasure is used.

Optimizing such large number of weights for best perfornganc ,
is a very challenging problem and requires machine learning () = Z ; [(;vw Yi,j) }

based technique. (Tij + i ) &

i.j
Memet'c algorithm (MA) [29]. can be effectw_ely used towhere;zc andy are the two MCWLD histograms to be matched,
optimize large search spaces. It is a form of hybrid globaél

heuristic search methodology. The global search is sirtriiari and; correspond to the’" bin of the j** histogram segment

" . ) (j =1,---,756), andw; is the weight for thej!" histogram

traditional evolutionary approaches such as populatiset - . . .
: . . . egment. As shown in Fig. 6, a memetic search is applied to

method in a Genetic Algorithm (GA), while the local searc . : . .
: - . . . find optimal values ofw;. The steps involved in the memetic
involves refining the solutions within the population. Fram L . ;

S . ._optimization process are described below:
optimization perspective, MAs have shown to be more efficien
(i.e. requiring fewer evaluations to find optima) and effert Memetic EncodingA chromosome is a string whose length is
(i.e. identifying higher quality solutions) than traditial evolu- equal to the number of weights to be optimized i2x 6 x 3
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Chromosome Generation

Fitness .,
evaluation
ﬁ

Select 10 best performing
chromosomes as survivors

o Wrss| Woss

,_____-
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o Wrss | Woss

l Local search optimization

| Wrse | Woss

[
[
= [
|
l

o Wrss | Woss

Hill climbing local search for parent
selection in the neighborhood
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M

Tessellated image . T
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' NPT l
. i Regularization i %
l ) AN
———————————————— I, \\
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{ K S MA N i Savebest |
i Populate next i NO - . YES_!} R 1
W55 ] P . — converges >——>i performing |
i generation : “ S Lk i
I H “ Y { chromosome |
N 4 | ’
Chromosome Crossover and Mutations N

Fig. 6. lllustrating the steps involved in memetic optintiaa for assigning optimal weights to each tessellated faggon.

= 756. Each unit or meme in a chromosome is a real valuedutation and crossovet 00 chromosomes are populated in
number representing the corresponding weight. the new generation.

Initial Populatiort MA is initialized with 100 chromosomes. In ~ The MA search process is repeated fill convergence and
general, the first chromosome is generated randomly. HaweJerminates when the identification performance of the chro-
for quick convergence in face recognition, weights propof?0somes in new generation does not improve compared to
tional to the rank-1 identification accuracy of each regiotie performance of chromosomes in previous five generations
are used as the initial chromosome [22]. The remairfing At this point, weights pertaining to the best performingashr

chromosomes are generated by randomly changing onen#some (i.e. chromosome giving best recognition accuracy
more units in the initial chromosome. Further the weights aPn training data) are obtained and used for testing. Thus,

normalized such that the sum of all weights in a chromosorfd @ given data set, the MA search process finds optimal
is 1. weights and also enables to discard redundant and non-

i . ) __discriminating regions whose contribution towards rectgm
Fitness Function Each chromosome in a generation iS accyracy is very low (i.e. the weight for that region is zero
possible solution and the recognition is performed using ciose to zero). This leads to dimensionality reductiod an
the weights encoded by the chromosomes. The |dent|f|cat|.9é1tter computational efficiency because MCWLD histograms

accuracy, used as fitness function, is computed on theging,: noor performing facial regions are not computed during
set and thel(0 best performing chromosomes are selected gssting.

survivors These survivors are used for crossover and mutation
to populate the next generation. 2) Regularization for Avoiding Local Optimévolutionary

Hill Climbing Local Search: MA requires a local search on&lgorithms such as MA often fail to maintain diversity among
survivorsto further fine tune the solution [31]. Twaurvivors individual solutions (chromosomes) and cause the pojoulati
are recombined to produce two candidptents Note that 0 converge prematurely. Thls_leads to decrease in the qual-
in a pair of two, this process is repeated forilisurvivorsto 1ty of solution. Different techniques have been proposed to
find better chromosomes. If the candidatentshave better Maintain certain degree of diversity in a population, witho
performance than participatingurvivors they replace the affecting the convergence. Ip this resea_mdaptlve mutation
survivorsto becomeparentsand populate the next generation’ate [32] and random offspring generatiof83] are used to
This local search is performed at each generation to fingibetpr€vent premature convergence to local optima.

parents from the competingsurvivors Incorporating local
search is essential for quick convergence and better gualit *
of solution.

Adaptive Mutation rate:To maintain diversity in the
population, mutation rate can be increased. However,
higher value of mutation rate may introduce noise and
Crossover and MutatianA set of uniform crossover opera- affect the convergence process. Instead of using a fixed
tions is performed omparents(obtained after local search) to high or low mutation rate, an adaptive mutation rate,
populate a new generation of chromosomes. After crossover, depending on population’s diversity, is used. Population
mutation is performed by changing one or more weights by a diversity is measured as the standard deviation of fitness
factor of its standard deviation in previous generationf$erA values in a population as shown in Eq. 9:
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- fmean)2

N .
stddev(P) = \/Zl_lg\zl —y (9)

where N is the population size ang; is fitness of the

5) In identification mode, this procedure is applied for each

gallery-probe pair and top matches are obtained.

IV. DATABASE

it chromosome in the population. The process starts withTo evaluate the performance of the proposed algorithm,

an initial value of mutation rate (probability 6f02), and

three types of sketch databases are used: Viewed Sketch

whenever population diversity falls below the predefinegatabase, Semi-forensic Sketch database, and ForensahSke

threshold, mutation rate is increased.
o Random Offspring Generatior®ne of the reasons for

database.

evolutionary algorithms converging to local optima is 1) Viewed Sketch Databasé comprises a total 06549

high degree of similarity among participating chromo-
somes fparentgd during crossover operation. Combination
of such chromosomes is ineffective because it leads to
offsprings that are exactly similar to thparents If

such a situation occurs where participating chromosomes

(parentg are very similar, then crossover is not performed
and offsprings are generated randomly.
The memetic optimization for computing weights is sum-
marized in Algorithm 1.

Algorithm 1 Memetic algorithm for optimizing weights.

Step1: Memetic Encoding: A chromosome of length x

3x6 =756 is encoded where each unit in the chromosome is
a real valued number representing the corresponding weight
Step 2: Initial Population: A population ofl00 chromo-
somes is generated starting with a seed chromosome.
Step3: Fitness Function: Fitness is evaluated by performing
recognition using the weights encoded by each chromo-
some.10 best performing chromosomes from a population
are selected asurvivorsto perform crossover and mutation.
Step4: Hill Climbing Local Search: Theurvivorsobtained

in Step 3 are used to find better chromosomes in their
local neighborhood angarentsare chosen to populate next
generation.

Step5: Crossover and Mutation: New population is gener-
ated fromparentsobtained after local search in Stdp A

set of uniform crossover operations is performed followed
by mutation. To avoid local optima, adaptive mutation and
random offspring generation techniques are used.

Step6: Repeat Step-5 till convergence criteria is satisfied.

C. Proposed Algorithm for Matching Sketches with Digital

Face Images

The process for matching sketches with digital face images

is as follows:

1) For a given sketch-digital image pair, the pre-procagsin

2)

3)

technique is used to enhance the quality of face images.

2) Both sketches and digital face images are tessellated int
non-overlapping local facial regions.

For each facial region, MCWLD histograms are com-

puted at three different scales. A global representation
is obtained by concatenating MCWLD histograms for

every facial region.

To match two MCWLD histograms, weightegf dis-

3)

4)

tance measure is used where the weights are optimized

using Memetic algorithm.

sketch-digital image pairs from two sketch databases: the
CUHK database [5] and the llIT-Delhi Sketch database
[12]. In the CUHK database, that consists of the CUHK
student database [5], the AR database [34], and the
XM2VTS database, there a6 sketch-digital image
pairs. Since the XM2VTS database is not available
freely, in our experiments the sketches corresponding to
the XM2VTS database are removed and remairding
sketch-digital image pairs are used. Further, the authors
have prepared a database 238 sketch-digital image
pairs. The sketches are drawn by a professional sketch
artist for digital images collected from different sources
This database is termed as lIT-Delhi Viewed Sketch
database.

Semi-forensic Sketch DatabasAs described earlier,
sketches drawn based on the memory of sketch artist
rather than the description of an eye-witness are termed
as semi-forensic sketches. To prepare the IlIT-Delhi
Semi-forensic Sketch database, the sketch artist is al-
lowed to view the digital image once and is asked to
draw the sketch based on his memory. Sketch artist is
not allowed to view the digital image while preparing the
sketch. These sketches are thus drawn based on the rec-
ollection of the sketch artist, thus eliminating the effect
of attrition based on how well the eyewitness remembers
an individual’s face and how well he is able to describe
it to the sketch artist140 digital images from the IIIT-
Delhi Viewed Sketch database are used to prepare the
Semi-forensic Sketch database. Therefore, all images
that are used to draw a semi-forensic sketch also have
a corresponding viewed sketch. Fig. 7 presents samples
of viewed and semi-forensic sketches corresponding to
digital face images

Forensic Sketch DatabasEorensic sketches are drawn
by a sketch artist from the description of an eyewitness
based on his/her recollection of the crime scene. These
sketches are based on (1) how well the eyewitness can
recollect and describe the face and (2) the expertise of
the sketch artist. In this research, a databasd 9of
forensic sketches with corresponding digital face images
is used. This database contaifg forensic sketch-
digital image pairs obtained from Lois Gibson [33];
forensic sketch-image pairs obtained from Karen Taylor
(published in [36]), andi1 pairs from different source
on the internet.

2The database will be made available to the research comynunit
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TABLE Il
RANK-1 IDENTIFICATION ACCURACY OF SKETCH TO DIGITAL FACE IMAGE
MATCHING ALGORITHMS FOR MATCHING VIEWED SKETCHES
IDENTIFICATION ACCURACIES ARE COMPUTED WITH FIVE TIMES RANIDM
CROSS VALIDATION AND STANDARD DEVIATIONS ARE ALSO REPORTED

Fig. 7. Sample images from the IlIT-Delhi Sketch databadee first row
represents the viewed sketches, second row representsothesponding
digital face images and the third row represents the cooretipg semi-

forensic sketches.

Fig. 8. Sample images from the Forensic Sketch database.

V. VIEWED SKETCH MATCHING RESULTS

Database Rank-1 Standard
(Training/ | Algorithm Identification Deviation
Testing) Accuracy (%) (%)
Commercial System-1| 91.25 0.83
Commercial System-2 92.05 0.72
CUHK Original WLD [17] 93.40 0.85
SIFT [11] 94.36 1.03
(125/186) | EUCLBP [12] 95.12 0.93
LFDAT13] 97.10 1.16
Proposed 97.28 0.68
Commercial System-1| 71.46 0.87
HIT-Delhi Commercial System-2 73.26 0.75
Viewed Original WLD [17] 74.34 0.81
Sketch SIFT [11] 76.28 1.33
EUCLBP [12] 79.36 0.87
(95/143) | LFDATI3] 81.43 111
Proposed 84.24 0.94
Commercial System-1| 80.14 0.78
Commercial System-2 79.24 0.86
Combined | Original WLD [17] 84.37 0.88
SIFT [11] 85.86 1.01
(220/329) | EUCLBP [12] 88.75 0.87
LFDAT13] 91.16 0.93
Proposed 93.16 0.96

A. Experimental Analysis

The performance of the proposed approach is compared
with the existing algorithms designed for matching skesche
with digital face images and two leading commercial face
recognition systenis Existing algorithms include SIFT [11],
EUCLBP [12] and LFDA [13]. To evaluate the effect of assign-
ing memetically optimized weights to local facial regiotise
performance of the proposed approach is also compared with

To establish a baseline, the performance of the proposaiginal WLD algorithm [17]. Key results and observatioos f
and the existing algorithms are first computed on the viewedatching viewed sketches are summarized:

sketch database. Since the application of sketch recogrigi
dominant with identification scenario, the performancehaf t
proposed algorithm is evaluated in identification mode.e€hr
sets of experiments are performed using the viewed sketch
databases. In all three experiments, digital images ame ase
gallery and sketches are used as probe. Furthiéf, of the
database is used for training and the remairtiog pairs are
used for performance evaluation. The protocol for all three
experiments is described in Table I.

For each experiment, training is performed to compute the
parameters of feature extractor and weights using the Memet
Optimization. This non-overlapping train-test partitiog is .
repeated five times with random sub-sampling and Cumula-
tive Match Characteristics (CMC) curves are computed for
performance comparison.

TABLE |
EXPERIMENTAL PROTOCOL FOR MATCHING VIEWED SKETCHES

Number of Sketch-| Training Testing
Digital Image Pairs | Database| Database
311 from CUHK 125 186

Experiment

Experiment 1

The CMC curves in Fig. 9 show the rankidentifica-
tion accuracy of sketch to digital face image matching
algorithms. Table Il summarizes the rahkeentification
accuracy and the standard deviation for five times random
subsampling (cross validations) on all three sets of exper-
iments. On the CUHK database, the proposed approach
yields ranki accuracy 007.28% which is slightly better
than LFDA [13] and is at least% better than original
WLD [17], SIFT [11], and EUCLBP [12]. The proposed
approach also outperforms the two commercial systems
by at least>%.

Compared to the original WLD algorithm [17], the pro-
posed memetically optimized MCWLD algorithm im-
proves the ranK- identification accuracy by3.88% on

the CUHK database).90% on the IIIT-Delhi database,
and 8.79% on the combined database. This significant
improvement in rank- identification accuracy validates
our assertion that assigning optimal weights to local
facial regions boosts the identification performance. This
also corroborates with several physiological findings that

Experiment 2| 238 from IIIT-Delhi

95

143

Experiment 3| 549 from Combined

220

329

3The license agreements of these commercial face recaysijistems does
not allow us to name the product in any comparison. Thereftire two
products are referred to as Commercial Systeamd Commercial System-
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Fig. 9. CMC curves showing the performance of sketch to aidéce image matching algorithms on the (a) CUHK databdselllT-Delhi Viewed Sketch
database, and (c) Combined database.

different facial regions have varying contribution towardA. Matching Semi-Forensic Sketches
recognition performance [28].

. Unlike the CUHK sketch database, sketches and digitallTo .evaluate the performance on semi-forensic sketches, the
. . gorithms are trained on the Viewed Sketch databése.
images in the IlIT-D Viewed Sketch database are nQ

. . etch-digital image pairs from the IlIT-Delhi Viewed S&ket
well registered and do not perfectly overlay. This Iead%atabase are used for training and testing is performed with

to reduced performance of algorithms on the 11IT-Delhj maining454 digital face images as the gallery anth semi-

- r
Viewed Sk?‘t"h ‘?"’?‘tal?ase- Further, as shown in Fig. 9(?§rensic sketches as the probes. Fig. 10(a) shows the Irank-
the rank-1 identification accuracy of the proposed algo

fithm on the combined database is at least better |dent!f|cat|on accuracy of sI_<etch to digital face image rhatg
ag;onthms on semi-forensic sketches. The proposed approa

than the existing approaches and outperforms the tVt\ﬁat uses MCWLD and memetically optimized weightgtl

commercial systems by3%. _ . distance yields rank-identification accuracy 063.24% and
o The proposed approach generates a holistic descripti

0 o !
of the face image by combining MCWLD histOgramSoCLTtperforms the existing algorithms such as SIFT [11], EU-
; . ) : LBP [12], and LFDA [13] by2—5%. The proposed approach
obtained from every local facial region. The multi-scale ) I
. ) . e .~ "also outperforms the two commercial face recognition syste
analysis along with memetic optimization for assigning
i . . ) at least9%.
weights corresponding to each local facial region helpy
in capturing the salient micro patterns from both sketches
and di.gita! face.images. Further, memetic optimizatiog Matching Forensic Sketches
helps in dimensionality reduction; i.e. at the end of the
memetic optimization, on an averagg? out of 126 Since forensic sketches are based on the recollection of
(42x3) local facial patches at different scales are assign@@l eyewitness, they are often inaccurate, incomplete, do no
null weights. Therefore, MCWLD histogram for theseclosely resemble the actual digital face image, and may be of
patches are not computed during testing. poor quality. These concerns make the problem of matching
forensic sketches with digital face images more challempgin
than matching viewed sketches. This section presents the
experimental evaluation of algorithms on the Forensic ket
VI. MATCHING FORENSICSKETCHES WITHDIGITAL FACE database.
IMAGES 1) Experimental Protocol:To evaluate the proposed ap-
proach for matching forensic sketches, four set of expertme
Previous research in matching forensic sketches suggedg Performed. The performance of the proposed algorithm is
that the existing sketch recognition algorithms trained dHSC compared with existing algorithms and two commercial
viewed sketches are not sufficient for matching forensf@ce_recognmon-systems. The protocol for all the experitse
sketches with digital face images. Moreover, poor quality &€ listed below:
forensic sketches further degrades the performance affsket 1) Training on IlIT-Delhi Viewed Sketch databa3eaining

digital image matching algorithms. This research attenbpts is performed on140 sketch-digital image pairs from
understand semi-forensic sketches (that are drawn basie on the IlIT-Delhi Viewed Sketch database. For testing,
artist's memory). The performance of semi-forensic skesch 190 forensic sketches are used as probe. The gallery

is analyzed and then used for improving the training of the  comprises of599 digital face images (remaining09
algorithms for forensic sketch matching. digital face images from the IlIT-Delhi Viewed Sketch
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Fig. 10. CMC curves showing the identification performandeewalgorithms are (a) trained on viewed sketches and nmatéhiperformed on semi-forensic

sketches, (b) trained on viewed sketches and matching fierperd on forensic sketches, and (c) trained on semi-f@esketches and matching is performed
on forensic sketches.
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Fig. 11. CMC curves showing the identification performandem algorithms are (a) trained on viewed sketch-digitalgenpairs and testing is performed
using pre-processed (enhanced) forensic sketch-digitaé pairs, (b) trained on viewed sketch-digital imagespaird tested with large scale digital gallery

and forensic sketch probes, and (c) trained on semi-fareskstch-digital image pairs and tested with large scalgadli(enhanced) gallery and pre-processed
forensic sketch probes.

database and90 digital face images from the Forensic on semi-forensic sketches and quality enhancement us-
Sketch database). ing the pre-processing algorithm, two experiments are
2) Training on IlIT-Delhi Semi-forensic Sketch database performed in large scale evaluation.
Training is performed on40 sketch-digital image pairs . Training is performed on40 sketch-digital image
from the 1lIT-Delhi Semi-forensic Sketch database. For pairs from the IlIT-Delhi Viewed Sketch database
testing,190 forensic sketches are used as probem and no pre_processing is app“ed on the forensic
digital face images as gallery. sketches.
3) Enhancing Quality of Forensic Sketches this exper- « Training is performed onl40 sketch-digital im-
iment, quality of Forensic Sketch database is enhanced age pairs from the 1lIT-Delhi Semi-forensic Sketch
using the pre-processing technique described in Section database and the forensic sketches are enhanced

[I. Training is performed onl40 sketch-digital image
pairs from the IlIT-Delhi Viewed Sketch databad®0
forensic sketches are used as probe B9tdigital face
images are used as gallery.

4) Large Scale Forensic Matchindio replicate the real ) ] o
world scenario of matching forensic sketches to police ® Table Il and Fig. 10(b) show identification performance

using the pre-processing technique.

2) Experimental Analysis:Figs. 10-11 and Table IlI-IV
illustrate the results of these experiments. The analystsese
results is provided below.

mugshot database with large gallery si#824 digital of the proposed and the existing algorithms for matching
face (frontal) images obtained from government agen- forensic sketches when the algorithms are trained on the
cies are appended to the gallery B39 digital face IIIT-Delhi Viewed Sketch database (Experiment The

images used in other experiments. This increases the proposed algorithm yield$7.19% rank4 identification

gallery size t07063. To evaluate the effect of training accuracy which is about’ better than the existing
algorithms. The proposed approach also outperforms the
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TABLE IlI
RANK-1 IDENTIFICATION ACCURACY OF SKETCH TO DIGITAL FACE IMAGE
MATCHING ALGORITHMS FOR MATCHING FORENSIC SKETCHES

Gallery/ Rank-1
Experiment Probe Algorithm Identification
Images Accuracy
Commercial System-1| 13.62%
Commercial System-2 13.92 %
) SIFT [11] 14.26 %
Experimentl | 599/190 EUCLEP [17] 1481 %
LFDA [13] 15.26 %
Proposed 17.19 %
Commercial System-1| 13.62%
Commercial System-2 13.92 %
0
Experiment2 | 599/190 ?UF;:FL%I%] [12] igg? 02
LFDA [13] 22.78 %
Proposed 23.94 %
Commercial System-1| 15.62%
Commercial System-2 16.01 %
) SIFT [11] 16.26 %
Experiment3 | 599/190 EUCLEP [17] 16524706
LFDA 13 17.78 %
Proposed 20.94 %
TABLE IV

RANK-50 IDENTIFICATION ACCURACY FOR LARGE SCALE FORENSIC
SKETCH MATCHING.

Gallery Rank-50

Experiment 4 /Probe Algorithm Identification
Database Accuracy
Training on Commercial System-1| 7.88%
Viewed Sketch Commercial System-2 8.46 %
database without . SIFT [11] 1711 %
pre-processing 7063/190 EUCLBP [12] 18.93 %
applied on LFDA 13] 20.81 %
forensic sketcheg Proposed 23.94 %
Training on Commercial System-1| 11.28%
Semi-forensic Commercial System-2 12.86 %
database with . SIFT [11] 2124 %
proposed pre- | "003/190 —EucrEP TI7] 33.75 %
processing on LFDA 13] 24.62 %
forensic sketcheg Proposed 2852 %

two commercial face recognition systems by at |45t

o In Experiment2, the training is performed on semi-

forensic sketches for the samel0 subjects that are
used for training in Experiment. The results in Fig.
10(c) show that there is an improvement of abdit in

rank-1 identification accuracy of the proposed algorithm
and at leastd% for the existing algorithms when the
algorithms are trained using the semi-forensic sketches.
This improvement in accuracy validates our assertion
that training sketch recognition algorithms on viewed
sketches is not sufficient for achieving satisfactory rssul

11

enhancing the quality of forensic sketches leads to an
improvement of2 — 3% in the ranki identification
accuracy for all algorithms, i.e. compared to FRP(b).
Experimentd demonstrates the scenario where a forensic
sketch is matched against a large mugshot database. The
CMC curves in Fig. 11(b) show the results for large scale
forensic sketch matching when algorithms are trained
using viewed sketches without any pre-processing. In
this case, rank0 identification accuracy of the proposed
algorithm is23.9% which is at leas8% better than the
existing algorithms.

Comparing the CMC curves in Fig. 11(c) show that the
pre-processing technique along with training on semi-
forensic sketches improves the identification accuracy
of the proposed approach significantly (at ledst2%
improvement in rank- accuracy). Enhancing the quality
of forensic sketch-digital image pairs also improves the
rank-1 identification accuracy of the two commercial face
recognition systems by at lead¥.

The CMC curves in Figs. 11(b) and (c) suggest that the
existing algorithms for matching sketches to digital face
images are still not able to achieve acceptable identi-
fication accuracy for large scale application. However,
the proposed algorithm still performs better than existing
algorithms and commercial face recognition systems. As
shown in Table IV, the proposed algorithm achieves rank-
50 accuracy 0f28.52% which is at leastt% better than
the existing algorithms and5% better than the two
commercial face recognition systems.

It is to be noted that the performance of automated
algorithms on semi-forensic sketches is better than the
performance on forensic sketches. This improvement is
attributed to the fact that semi-forensic sketches actdike
bridge between viewed and forensic sketches. Therefore,
training sketch recognition algorithms on semi-forensic
sketches consistently improved the performance for all
the existing algorithms.

At 95% confidence interval, non-parametric rank-ordered
test (using the ranks obtained from the algorithms) and
parametric t-test (using the match scores) suggest that
the two top performing algorithms (i.e. the proposed and
LFDA) are significantly (statistically) different.

Finally, on a2 GHz Intel Duo Core processor with

GB RAM under C# programming environment, for a
given probe sketch, the proposed algorithm requireés
seconds to compute the MCWLD descriptor.

for matching forensic sketches. The proposed algorithmThe proposed approach emphasizes on the discriminating
performs better than LFDA based algorithm [13] becauseformation vested in the local regions. To capture our @sse
the proposed approach can be efficiently trained even wiibn that every local region has varying contribution, méme
less number of sketch-digital image pairs whereas LFDalgorithm assigns optimal weights to each local facialoagi
requires large number of training samples to compute thtealso supports the conclusion made by Klateal. [13] that

discriminant projection matrices.

different internal face, external face and individual faegions

The forensic sketch database contains sketches and digiggles, nose, mouth, chin etc.) have significant contribuiio

face images of poor quality. The pre-processing technigaketch recognition. Next, Fig. 12(a) shows some examples of
enhances the quality of forensic sketches by reducisgetch-digital image pairs that are correctly identifiedtbg
noise and irregularities from the images. The CMC curvegsoposed approach as well as the LFDA [13] based approach
in Fig. 11(a) show the results for Experimehtwhere (correctly identified in rank0). Sketches that show high
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and forensic sketch databases. This examination of human
responses also considers local region used by each subject
while matching sketches with digital face images.

A. Experimental Method

Since the validity of a psychological experiment is closely
related to fatigue and interest level of the subject [15nkn
analysis is performed on a subsetlaff0 viewed, 140 semi-
forensic andl90 forensic sketches.

1) Participants: A total of 82 subjects, largely undergradu-
ate university students, volunteered to participate insttetch
to digital face image matching study. Some of the volunteers
may be familiar with few subjects in the IlIT-Delhi Viewed
and Semi-forensic Sketch database but not with any of the
sketches in Forensic Sketch database.

2) Questions:In every question, a probe sketch must be
matched to one of thé2 digital face images in the gallery.
Since this is a web based application, we came up Wwih
digital face images as gallery so as to properly layout the
query sketch and digital face images on a computer screen.
The gallery necessarily include the correct matching digit
face image and the remaining images in the gallery are the
top retrieved digital face images for the probe sketch olethi
using the proposed MCWLD algorithm. In the interest of
fo 12 _ | . ) | g fairness, un-cropped images that may include hair, eas, an
L EbA falc O‘f’fégi’lgn?e cfg:g; ESSEED‘X p s(a/)hitl eeth%r%‘zgggdosggﬂfh”m neck are used for human evaluation. The automatic algosithm
correctly recognizes, (c) the proposed algorithm failslevhiFDA correctly 0N the other hand, do not require this additional informatio

recognizes, and (d) both the algorithms fail to recognize. 3) Procedure: Each volunteer interacts with a web in-
terface, where he/she is first authenticated. It is done to

ensure that the user gets different questions in everyasessi

recognizability have some peculiar features such as beaéu’bse uently, the volunteer is presented with the question
mustache or soft marks on the face. Fig. 12(b) shows some q Y, P ques

ne at a time. Each question is selected randomly from a
examples where LFDA based approach performed poorly. . - !
. ; e ique unanswered question bank comprising a mixture of
while the proposed approach correctly identified the sketc : . .
. . viewed, semi-forensic and forensic sketches. Furtheruties
This is mainly because the proposed approach focuses on

the structural details along with discriminating and proemit selects one of the gallery image as a suitable maich for the

features of the face. Fig. 12(c) shows some examples offsket uery sketch. Along with this selection, the user marks the

digital image pairs where the proposed approach performggal region in the digital face image that he/she finds tahiee t

poorly, whereas, LFDA based approach correctly matchrenooSt beneficial in recognizing the query sketch. This respon

sketches with digital face images. Finally, Fig. 12(d) sko r |nd|ca_ted by the users click on the most discriminating
al facial region of the selected gallery image. A volante

some examples where both the proposed approach and LF 5 . : . :

. . aliswers betweef and 12 questions in a single session and
based approach failed to match sketches with the correct * ~ icinate in up to four sessions
digital face images. These sketches either do not reseméle $ P P P '
actual digital face image or converge to an average face that
resembles more than one digital face image in gallery becay

of the common features.

VII. HUMAN ANALYSIS FOR MATCHING SKETCHES WITH

DIGITAL FACE IMAGES Correctly  Incorrectly ~ Correctly Incorrectly — Correctly  Incorrectly

Several studies have analyzed human capabilities to rec. et matched matched = matched  matched matched

nize faces with variations due to illumination and expressi
[37]. Recently, Zhanget al. [15] performed an extensive Fig. 13. Facial regions for correctly and incorrectly math(a) viewed

study to analyze human performance in matching sketchggiches, (b) semi-forensic sketches, and (c) forenstcfsé® Dots represents
obtained from multiple artists. This section presents alystuthe area that user found to be most discriminating in magctie sketch with

to understand the cognitive process of matching sketctfédital face images.
with digital face images by humans on viewed, semi-forensic
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TABLE V . . . .
DISTRIBUTION OF 1169 HUMAN RESPONSES OBTAINED FRoM THE sTupy  @lgorithms because of different experimental protocolsisT

analysis is to validate our assertion that discriminatiatigyns

\Tfype . Total H“mjgsReSPonseS % ngffm in local facial regions have major contribution in recogmniz
lewe . . . .
Semi-forensic 334 -5 6 sketches with digital face images.
Forensic 432 58.1
VIIl. CONCLUSION
TABLE VI
DISTRIBUTION OF USER CLICKS BETWEEN PROMINENT FACIAL REGIOS. Sketch to digital face matching is an important research
: : : : challenge and is very pertinent to law enforcement agencies
Viewed | Semi-forensic | Forensic Thi h ¢ discriminati h f tch
Eyes | 6.13% 1397 7% 317 % This research presents a discriminative approach for matc
Nose | 18.10% 14.90% 18.10 % ing sketch-digital image pairs using modified Webers local
Mouth | 10.58% 10.56 % 14.76 % descriptor and memetically optimized weightgd distance

measure. The algorithm starts with the pre-processing- tech
nigue to enhance sketches and digital images by removing
B. Results and Analysis irregularities and noise. Next, MCWLD encodes salient micr
A total of 1169 human responses are obtained for #7@ patterns from local regions to form facial signatures peita
probe sketch images. Of these respongé€)4% are found to both sketches and digital face images. Finally, the pgedo
to be correct matches. Table V shows the total number @volutionary) memetic optimization based weightet! dis-
responses and individual accuracy of these responsessactagce measure is used to match two MCWLD histograms.
the three types of sketches. Further, Fig. 13 shows hunf@amprehensive analysis, including comparison with existi
response (clicks) that the participant deemed as importafgorithms and two commercial face recognition systems, is
in matching the sketches with digital face images. Thegerformed using the viewed, semi-forensic, and forensstctk
clicks are plotted over a mean face image to enable bettitabases. It is observed that local regions play an impiorta
visualization. The key observations from this study areedls role in matching sketch-digital image pairs and is effesdtiv
below: encoded in MCWLD and memetically optimized weighted
« The click-points, shown in Fig 13 indicate that thglistance measure. The results also show that the proposed
dominant local regions of a face image such as moutigorithm is significantly better than existing approachesd
nose, and eyes (accurately depicted by the sketch arti§§mmercial systems. In future, we plan to extend the apjproac
are used for matching. by combining generative and discriminative models at fesatu
o Fig. 13(a) shows the click-plot when the user is present&i’eL
viewed sketches. The high accuracy can be attributed to
the correct depiction of the features by the artist. The user IX. ACKNOWLEDGEMENT
clicks are concentrated close to nose and mouth region.T
o Fig. 13(b) shows the click-plot when the user is presenttf;&
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