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ABSTRACT

Sketch recognition is one of the most challenging appli-
cations of face recognition. Due to the incorrectness of fea-
tures in the witness description, standard face recognition al-
gorithms are generally not applicable to matching sketches
with digital face images. This research designs a patch based
face recognition algorithm that generates patches around fidu-
cial features and extracts local information from these patches
using Daisy descriptor. The information extracted from these
patches are then efficiently matched using GentleBoostKO al-
gorithm. The experiments performed on the PRIP composite
face image database show that the proposed algorithm yields
promising results and outperforms existing state-of-the-art al-
gorithms and a commercial system.

Index Terms— Sketch recognition, composite faces,
daisy descriptor

1. INTRODUCTION

In face recognition literature, researchers have generally fo-
cused on matching two images captured using digital cam-
eras. However, different law enforcement applications have
led to other challenging applications of face recognition such
as matching digital face images with surveillance camera im-
ages, scanned images, and sketches. This research focuses on
matching sketches with digital face images.

Automatic sketch recognition algorithms have generally
utilized the sketches drawn by artists with paper and pencil.
Researchers have proposed several discriminative and genera-
tive algorithms for matching hand drawn sketches with digital
images [1, 2, 3]. Discriminative algorithms extract invariant
features such as Multiscale Local Binary Patterns [2] or Mul-
tiscale Circular Weber Local Descriptor [3] from sketch and
digital face images for matching. Generative algorithms gen-
erate sketch representation of digital image or vice versa to
reduce the difference between the two and then use the gen-
erated representation for matching [1].

Several law enforcement agencies across the world are
now using softwares to generate the composites according to
witness description. Some real world examples of composite
and digital images are shown in Fig. 11. Since the composite

1Images are taken from Harrisburg police case and Frontline Stories.

images are generally drawn based on witness description, itis
not very accurate and also lack the detailed texture and minute
facial features. Very limited research has been performed for
automating this process. Han et al. [4] proposed a component
based representation approach for matching composites with
digital images. The algorithm extracts facial landmarks using
active shape models and then features are extracted for every
component using multiscale local binary patterns. The fea-
tures extracted from corresponding components of both com-
posite and digital images are matched followed by score fu-
sion and normalization to generate the matching result. The
algorithm also uses gender information as an indexing param-
eter.

In this research, we propose a patch based framework that
extracts multiscale circular patches around the fiducial fea-
tures and then apply descriptors on these patches. The in-
formation obtained from individual components are individ-
ually insufficient to make a decision. Therefore, they are
treated as weak classifiers and then combined using boost-
ing. The performance of the proposed framework is evalu-
ated using two descriptors and two boosting algorithms. The
results computed on the PRIP composite face database shows
that the algorithm shows promising results and outperformsa
commercial-off-the-shelf (COTS) face recognition system.

Fig. 1. Composite and digital face images corresponding to
some real world cases.

2. PROPOSED MULTISCALE CIRCULAR FEATURE
EXTRACTION AND BOOSTING ALGORITHM

Fig. 2 illustrates the steps involved in the proposed algorithm.
The main intuition behind the proposed algorithm is that the
corresponding digital face images and composites can vary
in terms of exact feature size and shape but the local infor-
mation around fiducial features remains unchanged. It relies

http://www.pennlive.com/midstate/index.ssf/2012/12/harrisburg_police_seek_suspect_10.html
http://www.facesid.com/mediacenter_frontline_stories.html


on the observation that witnesses may not be able to pro-
vide exact details of the suspect but he/she is generally able
to capture the key facial characteristics. The proposed algo-
rithm utilizes the descriptor extracted from local patchesto
encode these key characteristics. The information obtained
from these patches is combined using a boosting algorithm.
The details of the algorithm are described below.
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Fig. 2. Steps involved in the proposed composite sketch
matching recognition algorithm.

1. Preprocessing: Digital images and composites vary in
both intrinsic content and image properties. For exam-
ple, digital images usually have background informa-
tion, skin texture, and varying resolution whereas the
composite sketches can have some markers (specially
product logos). Therefore, a preprocessing procedure
is used to normalize the digital images and composite
sketches. If the input image is a color image (as in the
case of digital), it is converted into gray scale and the
facial region is detected using the Viola Jones face de-
tector [5]. The detector also provides the eye and mouth
coordinates which are then used for geometric normal-
ization and affine registration for fixed eyes and mouth
locations. The size of the preprocessed and normalized
images are300× 350.

2. Circular Patch Extraction: Multiscale circular patches
are extracted from both digital images and composite
sketches.

• First, the face detection algorithm is used to de-
tect four pointsP1, P2, P3, andP4 i.e., two eyes
and one mouth, and the centroid of the triangle
they form, respectively. The centroid is a good
heuristic for the tip of the nose.

• Euclidean distanceD between the eye points is
measured.

• A circular patch of radiusD
4

centered atP1 =
(x1, y1) is extracted.

• Next, circular patches of radiusD
4

centered at
(x1 + D

4
, y1), (x1 + D

2
, y1), (x1 + 3D

4
, y1), · · ·

proceeding right until the image boundary are
extracted.

• Similarly, patches centered at(x1−
D

4
, y1), (x1−

D

2
, y1), (x1 − 3D

4
, y1), · · · , proceeding left, cen-

tered at(x1, y1 + D

4
), · · · , proceeding up, and

(x1, y1−
D

4
), · · · , proceeding down are extracted.

• This process is then repeated for the remaining
three points,P2, P3 andP4.

• Finally, the entire algorithm is repeated using
patch radius ofD

2
and 3D

4
.

3. Feature Extraction: Next step in the proposed al-
gorithm is extracting features for the circular facial
patches. Any holistic or texture features can be utilized
to encode these patches. In this research, we explored
three descriptors namely, EUCLBP [6], PHOG [7],
and Daisy [8]. Extended Uniform Circular Binary Pat-
terns (EUCLBP) [6] is a variant of LBP and has shown
promising results for matching hand drawn sketches
with digital images. Daisy descriptor [8] is invariant to
illumination variations. This is required since the na-
ture of a composite sketch image is inherently different
from that of a digital image. Daisy descriptor is also ro-
bust towards geometric inconsistencies, and therefore
provides a representation of the composite sketch im-
age which can be matched with its digital counterpart
accurately. Pyramid Histogram of Oriented Gradients
(PHOG) [7] is a spatial information based descriptor
and is used to extract local features for classification.

For each patch, features are extracted from both digital
images and composites. The corresponding patches of
digital image and composite sketch are then matched
using χ2 distance metric and a match scoresi is
generated. This provides a match score vectorS =
{s1, s2, · · · , si} for i = 1, · · · , N whereN represents
the number of patches.

4. Identification using Boosting: The first step in the pro-
posed algorithm is utilizing the score vectors to make a
decision. Since there is a lack of training samples, it is
challenging to train a multiclass classifier. However, a
two-class classifier can be trained in verification mode
(1:1 matching) and it can be executed multiple times
so that the identification results can be obtained (i.e.,
identification in verification mode). Further, each patch
can be treated as a weak classifier which may not be
sufficient individually but may provide improved per-
formance in a boosting framework. Therefore, a boost-
ing algorithm known as GentleboostKO [9] that can be
trained with limited samples is used. During training,
score vectors and class labels{genuine, impostor}
are provided as input to the boosting algorithm. The
trained boosting classifier is then tested in the iden-
tification mode (by running verification experiments
multiple times). For a given probe, all the gallery im-



Fig. 3. Sample images from the PRIP composite sketch
database [4]. (a) Digital images, (b) composites generated
using FACES by the caucasian user, (c) composites generated
using FACES by the asian user, and (d) composites generated
by IdentiKit.

ages that are classified asgenuineare sorted using the∑
si values to compute the identification rank.

3. EXPERIMENTAL RESULTS

The performance of the proposed algorithm is evaluated on
the PRIP composite sketch database [4]. The PRIP compos-
ite sketch database is the only database that is publicly avail-
able and contains digital images and composites of 123 faces
from the AR face database [10]. The composites are gen-
erated using two softwares: FACES [11] and Identikit [12].
To get the variation in composites across users, the compos-
ites from FACES software are generated by one asian and one
caucasian user. The images from IdentiKit have been pre-
pared by the asian user only. Fig. 3 shows digital images and
composites from the PRIP database.

The performance is also compared with EUCLBP based
sketch matching algorithm [6], commercial-off-the-shelf
recognition system, and a modified version of the content
based representation algorithm [4]. The modifications in the
CBR algorithm include removing the gender information and
normalization/preprocessing is performed using the approach
discussed in our algorithm. For training, the database is split
in two parts: 20% training and 80% testing. The results are
reported with three times random cross validation and average
identification accuracy along with Cumulative Match Charac-
teristics (CMC) curves are reported. Some key observations
and results are discussed below:

• CMC curves in Fig. 4 show that the proposed patch

Table 1. Rank-10 identification accuracy (%) obtained on the
PRIP composite sketch database [4].

Algorithm Faces (Am) Faces (As) IdentiKit (As)
EUCLBP 10.6 13.0 14.6
Patch-PHOG 29.3 4.1 21.9
Patch-Daisy 30.9 13.8 25.2
COTS 10.6 6.5 8.1
Proposed 45.8 20.2 33.7

based Daisy features with boosting outperforms COTS,
PHOG, and existing EUCLBP based matching algo-
rithm.

• CMC curves in Fig. 4 also support the findings of Han
et al. [4] that, for all experiments with different descrip-
tors, composites created by the Caucasian user provide
higher rank-10 identification accuracy compared to the
Asian user. Similarly, composites created using FACES
software yields higher accuracy than IdentiKit.

• Among the three descriptors, Daisy descriptor applied
on all the patches and then sum of allχ2 distances
used for decision making outperforms EUCLBP and
PHOG. Further, Daisy descriptor also outperforms
COTS (same software used by Han et al. [4]) by a
significant margin.

• The performance of Gentleboost is compared with
other boosting approaches namely Adaboost, Ad-
aboostKO, and Gentleboost [13] and SVM with dif-
ferent kernels and parameters. As shown in Table 1 and
Fig. 5, under the same experimental protocol, Gentel-
boostKO outperforms other classifiers by at least 6%.
The second best classifier is linear SVM which yields
rank-10 identification accuracy of 40%.

• Comparison with the modified CBR approach under the
same experimental protocol shows that the proposed
algorithm is about 7% better at rank-10 identification
accuracy. t-test at 95% confidence interval further sug-
gests that both the algorithms are significantly different.

• The concept of extracting patches and then boosting
them to create a stronger classifier shows improved per-
formance; however a larger database with more testing
samples are required to make a stronger case.

4. CONCLUSION

Matching composite sketches with digital photos is an inter-
esting law enforcement problem and very limited research has
been undertaken. This paper presents an algorithm for mul-
tiscale patch based feature extraction and boosting approach
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Fig. 4. CMC curves of the existing and proposed algorithms on the PRIP composite sketch database: (a) Faces (Caucasian
user), (b) Faces (Asian user), and (c) IdentiKit (Asian user).
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Fig. 5. Comparing the performance of the proposed algorithm
with different classifiers and modified CBR algorithm.

for matching composites with digital images. The results sug-
gest that the multiscale patch extraction and boosting helps in
improving the identification accuracy. However, we believe
that more research is required to build a more sophisticated
algorithm but it requires preparing a large composite sketch
and digital image database.
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