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ABSTRACT categorizes different approaches as set-based and seguenc
based approaches. Set-based approaches [3, 4] utilize abun
dance and variety of information in a video to achieve re-

sion that degrade the performance. On the other hand, vides’"'ence to sub-optimal capture conditions. Approaches th

rovide abundant information that can be leveraged to com odel image sets as distributions use between-distributio
P o . X 9 similarity to match two image sets [5, 6]. However, the per-
pensate the limitations of still face images and enhance fa

ormance of such approaches is dependent on the parameter

recognition performance. This paper presents a video basPé%timation of the underlying distribution. Image sets dtero

face recognition algorithm that computes a dlscrlmmauvemodeled as linear sub-spaces [7, 8] and manifolds [5, 9, 10]

video signature as an ordered list of still face images. Th(\?vhere matching is performed by measuring the similarity be-

video signature embeds diverse intra-personal and teﬂnporﬁveen the input and reference subspaces/manifolds. The per
variations across multiple frames, thus facilitates miatgh

two videos with large variations. Two videos are matched b;;ormance of a subspace/manifold based approach is depen-

. LS T . i dent on maintaining the image set correspondences. To ad-
comparing their discriminative signatures using the Kénda dress this limitation, Cuét al. [11] propose to align two im-

\t/ilil:hstlkrlg 'Iggaycﬁr's;a:ﬂcrisrgﬁszl:ﬁ'a Eoer:?nrggr;ﬁaggr?gg;?l[ ge sets using a common reference set before matching. On
. . . he other hand, sequence-based approaches explicitlgeutil
tion system on the publicly available YouTube faces databa: d PP plicitize

how the eff t th d video based f She temporal information, such as modeling it with Hidden
f;oﬁvglgoeri?hrlr?acy ot the proposed video based Tace recogi kov Models (HMM) [12], for improved face recognition

Face recognition from still face images suffers due to intra
personal variations caused by pose, illumination, andes¢pr

performance.
Index Terms— Video based face recognition, Rank ag-  This research proposes a video based face recognition al-
gregation, Dictionary based face recognition gorithm where the discriminative signature of a video is-gen

erated as an ordered list of still face images from a dictypna
A dictionary is a large collection of face images where ev-
ery individual has multiple images captured under differen

Face recognition from still images is a well-studied praple POS€: illumination, and expression variations. Furthen t
and several algorithms have been proposed to address diffé’r'deoS are matcheq by comparing their video signatures us-
ent covariates such as pose, illumination, expressiomgagi "9 Kendall tau similarity distance [13].
and disguise [1]. However, the performance of face recogni-
tion algorithms is affected by large intra-personal vaoias 2. PROPOSED ALGORITHM
in unconstrained scenario. Though significant amount of
research has been done in matching still face images undBecent studies in face recognition [14, 15] show that genera
different conditions, use of videos for face recognition ising image signature based on a dictionary is more robust for
relatively less explored. The challenges and limitatiohs omatching images across large variations than directly com-
still face recognition drive the research in video basee facparing two images or its features. Pattlal. [14] proposed
recognition. Moreover, widespread use of video cameraa sparse approximation based approach where testimages are
for surveillance and security applications, improvements projected onto a span of elements in learned dictionarids an
quality, and reduction in price of sensors (video camerasjesulting residual vectors are used for classificationmBri
have stirred extensive research interest in video basex fady, dictionary based face recognition approaches aredithi
recognition. Videos cover wide intra-personal variatianh  to still face images except for a video based face recogni-
multiple frames capturing different pose, illuminatiomda tion technique proposed by Chen al. [16] using video-
expression variations. This diverse information can be agdictionaries. Moreover, existing approaches discard ktae-c
gregated together for efficient face recognition acrosgelar acteristics embedded in ranked lists and only consider the
variations. overlap between two ranked lists as final similarity. As show
Survey on video based face recognition by Bstral. [2] in Fig. 1, the proposed algorithm starts by extracting multi

1. INTRODUCTION
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Fig. 1. lllustrates the block diagram of the proposed approacimfaiching two videos.

ple frames from a video. A ranked list of images from thecompared with all images in the dictionary using uniform cir
dictionary is computed for each frame. A ranked list is an orcular local binary patterns (UCLBP) [19, 20]. In this resdmgr
dered list of still face images where each image is posiioneUCLBP is used because of its robustness to gray-level inten-
based on its similarity to the input frame with the most sim-sity changes and high computational efficiency. For comput-
ilar image positioned at the top of list. Since each video has\g UCLBP descriptor, the face image is first tessellated int
several frames, the algorithm computes multiple ranked lis non-overlapping local patches of siz& x 32. For each local
across all video frames. These ranked lists are then comhbingatch, the UCLBP descriptor is computed base® origh-
into a single list using Markov chain based rank aggregatiotvoring pixels uniformly sampled on a circle of radius size
technique [13]. The aggregated ranked list forms the discri The concatenation of descriptors from each local patchtzons
inative video signature. Finally for matching two vided®it  tutes the UCLBP descriptor of an image and two UCLBP de-
aggregated ranked lists are compared using Kendall tau sirseriptors are matched using distance. To generate a ranked
ilarity distance that incorporates the rankings as wellhas t list R; corresponding to the input franfg, the retrieved dic-
similarity among images to compute the final similarity be-tionary images are positioned based on their distancg, to
tween two lists. The proposed algorithm draws its motivatio with the least distinct image positioned at the top of the lis
from rank aggregation techniques in information retrietal For a videoV, the proposed algorithm computes a set of
biometrics, rank aggregation techniques such as Borda couranked lists{ Ry, Rs, ..., R, } corresponding ta: frames of
[17] have been explored for rank-level fusion; however ® th the video. Multiple ranked lists across different videanfies
best of our knowledge, it is the first approach that proposefacilitate to capture large temporal and intra-personakva
rank aggregation for combining multiple ranked lists toreha tions of an individual.

acterize an individual in a video.

o 2.3. Aggregating Ranked List using Markov Chains
2.1. Dictionary

- . ) ) i Multiple ranked lists computed acrossframes of a video
chtlo_nar_y_ls a large coI_Iectlpn of sl face_ images wherepaye significant amount of overlap. It is computationally ex
each individual has multiple images capturing a wide raN9%ensive and inefficient to compare multiple ranked listessr

of intra-personal variations. In our research, the di@iyn ,, videos because of the redundant information. Therefore
comprises3s, 488 images pertaining t837 individuals from  , inje ranked lists of a video are aggregated into a single

the CMU Multi-PIE [18] database captured in four SeSSionS'optimized ranked list, denoted @R, to form the video sig-

nature. Rank aggregation is aimed at computing an aggregate
ranking that minimizes the distance from each of the input
ranked lists. To compute the video signature, multiple eahk
lists are mapped onto a Markov chain. A Markov chain is

2.2. Computing the Ranked List

Let U be the set of all images in the dictionary avidbe a
video of an individual comprising frames. Face region from represented by a set of states (nodgsj1 s}. The pro-

each frame is detectéanq represente(_j 4, By, .., Fn}. cess starts in one of these states and moves successivaly fro
To generate the ranked lists, face region from each frame IShe state to another with a probability denotedpby. The
probability depends only upon the current state and not on
any previous states. The probabilitigs; are called transi-

10penCV's boosted cascade of haar-like features is usedéerdetec-
tion and detected faces are resized to ¥9224 pixels.



tion probabilities and are represented by a transitiongdodb
ity matrix P of dimensions x s. The transition probabilities

after a particular rank (say ran and the order of images
is less discriminative beyond that point. Therefore, infihe

are defined by relative rankings of images in the ranked listaal aggregated ranked list, images till rank; = 100 in our

across multiple frames of the video.

case) are considered as the video signature. The algomthm t

compute the discriminative video signature based on atik f

2.3.1. Mapping Ranked Lists onto a Markov Chain

images from the dictionary is described in Algorithm 1.

Dwork et al. [21] proposed different schemes to map multipleAlgorithm 1 Algorithm for computing the video signature

ranked lists onto a Markov chain. According to the MCS4
mapping scheme, a transition from the stéife= 7 to Si1

is performed by choosing a stateandomly fromU. I andJ
are the images retrieved from dictionary that form statéisén
markov chain. Ifr(J) < r(I), wherer(-) represents the rank,
for a majority of ranked lists that ranked bofhand ./, then
Sk+1 = J, otherwise similarity transition with a probability
~v (v = 1) is executed. A similarity transition is defined based
on the similarity among the nodes. A similarity transition
from S, = I is executed by selecting from U randomly

Input: A set of dictionary image& and a vided/ .
Process:Decompose vide®” into n frames and detect fa-
cial regions ad", F, ...., I, for all frames.

Compute Ranked Lists

Iterate: i= 1to n (number of frames)

ComputeR; from U using UCLBP andy? distance.

end iterate.

Rank Aggregation

Step-1: Map ranked list&, R, ...., R,, onto a Markov
chainM : statesinM € U.

from the weighted distribution, Step-2: Compute the stationary distributioon M.

. Step-3: Sort states i/ with decreasing values in.

Pr(I —J)= M Output: Aggregated ranked ligd R as the video signature.
ZleU Slm(Iv l)

where,Sim(1, J) is the similarity between two imagdsand

J computed using UCLBP. It facilitates to utilize the similar

ity among the images along with their rankings across multi

ple ranked lists of a video. If no similarity transition iseex

cuted, then an epsilon transition with a probabitify = 0.1)

is executed. Epsilon transition is executedSatby choos-

1)

2.4. Matching the Ranked Lists

Rank aggregation across multiple ranked lists yields simil
rankings to similar items. Therefore, the distance measure
! ! - to compare two ranked lists should penalize the score if two
ing an item.J randomly fromU and settingS,+1 = J. Ep-  gimjlar items are not placed nearby in the aggregated ranked
silon transitions eliminate the possibility of sink nodeshe |isis. The standard Kendall tau distance does not account fo
Markov chain and ensure a smooth ranking of all items ingimjlarity among items in the list. Therefore, to incorpera

U. If no epsilon transition is executed, thép, = I. US-  the similarity among the dictionary images while computing
ing these mapping rules, multiple ranked lists for a vide® ar (he number of pairwise disagreements in the ranked lists, th
transformed into a Markov chain. Kendall tau similarity distance proposed by Sculley [13] is
used. It incorporates the similarity among dictionary iesg
by formulating an aggregate similarity position functiay) (

. o o and an aggregate similarity lisk(). The aggregate similarity
The stationary dlsFrlb_ut!on represgnts the proportionirogt position of an image/, for a list R; with similarity function
that a Markov chain is in any particular state. A row vectorSim(, ) is defined as:

m is called stationary distribution over a set of stated =
is a probability distribution such that = =P, whereP is
the transition probability matrix. It represents the eitpailim
state of a Markov chain and can be approximated using power
method on the transition probability matrix to find the domi-
nant eigenvector of the matrix. Dwoek al[21] observed that
stationary distribution implies an ordering on states wtten
transition probabilities in a Markov chain are represerited
_relative rankings. In this re;earch, itis utiliz_ed for camb Kendall tau similarity distance between two ranked 1318,
ing ranked lists across multiple frames of a video to gererat A .

. . . . andOR; is given as:
a combined ranked list as the video signature. The states In
a Markov chain are ranked based on the stationary distribu- Ksim(OR1,0Ry, Sim(-,-)) =
tion where the state with the highest valueriiis positioned %{K(ORl, R,(ORy, ORs, Sim(--))) +
K(ORQ, Rg(ORQ, OR1, Szm(, )))}

2.3.2. Ordering Nodes using Stationary Distribution

Sim(I, J)R;(J
g(L, Ry, Sim(-,-)) = Z;{? R Sim(I) J)( |

where J is an image in the ranked lig®; and Sim(:,-) is
the similarity computed using UCLBP. Aggregate similarity
list, Ry, is composed from list®) R, and O R, such that for
every imagel € ORy, Ry(I) = g(I,OR,, Sim(-,-)). The

)

at the top of the ranked list. It is observed that the similar-
ity between a video frame and images in the dictionary drops
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Thus, K4 (OR1, ORy) is a distance score computed aS_ble 1 Perf ; the YouTube f
an average of the Kendall tau distance betweerO(®) and dat f) X 4er\>) rr_r;_a ni:_e comparison on te d O? EL,JEF? aces
its aggregate similarity list drawn from R, and (2)OR, and atabase [4]. Verification accuracy is reported '

its aggregate similarity list drawn fro@ R, Algorithm Accuracy + SD | AUC_| EER
' MBGS(mean) CSLBP [4]  72.4:2.0 789 | 287

MBGS(mean) FPLBP [4] 72.6£2.0 80.1 | 27.7

3. EXPERIMENTAL EVALUATION MBGS(mean) LBP [4] 76.4:1.8 82.6 | 25.3

COTS 67.942.3 74.1 33.1

The efficacy of the proposed video based face recognition al-proposed 78.3+1.7 858 | 21.6

gorithm is evaluated on the YouTube faces database [4] com-
prising 3, 425 videos of1, 595 individuals downloaded from 4\ er4)| distance from multiple ranked lists across the wide
YouTube. The database provides ten-fold pair-wise machingames and helps characterizing an individual in the video.

(‘'same’/not-same’) test benchmark protocol. In our exper gyisiing video based approaches that use set-to-set simila

iments, training is performed on nine splits and the perforyies 4o not consider that multiple frames capture différen

mance is computed on the tenth split. The final performancg 5 nersonal variations. Matching such diverse image se
is reported as an average of the folds. The performance jnqenendently leads to sub-optimal performance. The pro-

of the proposed algorithm is compared with the benchmark,seq aigorithm also incorporates the similarity among the
results provided by Wolét al. [4] and an off-the-shelf com- 565 in ranked list along with their rankings. It facilia

mercial face recognition system, Neurotechnology Verk oo , compensate for noisy rankings and enhances the effective

(referred to as COTS). For matching two videos using COTSyegs of comparison between the ranked lists. Fig. 3 shows

set-to-set matching is used where each frame in the firsovides, s mples where the proposed algorithm successfully elassi
is matched to all frames in the second video. The mean SCOFR and where it failed to correctly classify the videos.

obtained corresponding to all frames of the second video is
assigned as the similarity score of the frame in the firstazide
The final similarity score of the first video is the averagersco
of all the frames in that video.
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0 10 20 30 40 50 60 70 80 90 100 Fig. 3. lllustrating examples when the proposed algorithm
False Accept Rate (%) correctly classified (a) same, (b) not-same video pairgérep

. sented row-wise). The proposed algorithm incorrectlysitas

F|g: 2. RO_C curves compare the performance of proposed afiq (c) same and (d) not-same video pairs.

gorithm with benchmark tests on the YouTube faces database

[4].

Incorrect
classification

Genuine Accept Rate (%)

4. CONCLUSION

Receiver operating characteristic (ROC) curves in Fig. ZT'his research transforms the problem of video based face
show the efficacy of the proposed algorithm for unconstihinerecognition into the problem of comparing two ordered lists
video based face recognition in verification scenario. @dbl of images. It starts with computing a ranked list for every
reports that the proposed algorithm achieves an average acdrame in the video using computationally efficient texture
racy of78.3% at an equal error rate (EER) 2f.6%. The area based features. Multiple ranked lists across the frames are
under the curve (AUC) is at lea3% greater than existing ap- then combined using Markov chain based rank aggregation
proaches and COTS. This improvement in the performance t® form the video signature. The video signature thus em-
due to the fact that video signatures generated using dictidoed large intra-personal variations across multiple frame
nary of still face images capture wide intra-personal anttte Finally to match two videos, kendall tau distance measure is
poral variations across multiple frames, and thus can be effused to compare their video signatures. The proposed algo-
ciently used to match videos with large variations. Markovrithm provides significant improvements in performance on
chain based aggregation yields a list which minimizes théhe YouTube faces database.
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