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Abstract

Sketch recognition is one of the integral components
used by law enforcement agencies in solving crime. In re-
cent past, software generated composite sketches are being
preferred as they are more consistent and faster to con-
struct than hand drawn sketches. Matching these com-
posite sketches to face photographs is a complex task be-
cause the composite sketches are drawn based on the wit-
ness description and lack minute details which are present
in photographs. This paper presents a novel algorithm for
matching composite sketches with photographs using trans-
fer learning with deep learning representation. In the pro-
posed algorithm, first the deep learning architecture based
facial representation is learned using large face database of
photos and then the representation is updated using small
problem-specific training database. Experiments are per-
formed on the extended PRIP database and it is observed
that the proposed algorithm outperforms recently proposed
approach and a commercial face recognition system.

1. Introduction

With the advent in technology, face recognition algo-
rithms [7], [12] are utilized in several applications in e-
governance such as nation-wide identification programs and
welfare programs as well as law enforcement applications
such as border security and forensics. Among several in-
teresting forensic applications, sketch recognition helps in
crime scene investigation where, facial sketch of the sus-
pect is used as an evidence available for solving the case.
In this problem domain, a query (or probe) sketch image
is compared against a database of face photographs. While
photographs are rich in texture and facial features, sketch
images lack the texture details and only provide outline of
major facial regions and some remarkable/notable features
such as scar and mole. In literature [11], sketches are classi-
fied into three categories: viewed, semi viewed, and foren-
sics categories.

• Viewed sketches are those which are drawn by the
artist while looking at the corresponding photograph
for the entire duration.

• Semi viewed sketches are those which are created
based on the memory of the artist and not by any wit-
ness. While this is also used in academic research,
compared to viewed sketches, this includes the mem-
ory component and considered closer to real world
challenges.

• Forensic sketches are drawn by the artist based on the
description provided by an eyewitness. These are real
world cases and mostly available through law enforce-
ment agencies (and therefore, very few image sets are
available for research purposes). Recognizing forensic
sketches is most challenging problem because the eye-
witness may have seen a face for a very small duration,
generally under stress situations, and sketch formation
is dependent on the description given by the eyewit-
ness and expertise of the sketch artist. Few examples
of real world sketches are shown in Figure 1.

Figure 1. Real world example of sketches and corresponding pho-
tographs [1], [2].

Depending on how the sketches are formed, they can be
either hand-drawn (artist based) or software generated com-
posites. Hand drawn sketches have been employed in crime
scene investigation; however, as technology has advanced,
law enforcement agencies have shifted towards software
generated sketches. Composite sketches have several re-
cent success stories and therefore, law enforcement agen-
cies have started preferring these tools over hand-drawn
sketches. Few examples of composite sketches and asso-
ciated photographs are shown in Figure 2.
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Figure 2. Example of photographs and corresponding composite
sketch images.

Once the sketches are generated, they have to be matched
against a database of photographs for retrieving possible
identities. As mentioned previously, photographs have rich
facial texture whereas, (composite) sketches provide an ap-
proximate representation. Due to these heterogeneous vari-
ations, standard approaches of face recognition cannot be
directly used and specific algorithms for matching sketch
(both hand drawn and composite) images with photographs
are required. In literature, recognizing hand-drawn sketches
is relatively explored research area compared to compos-
ite sketch recognition. Some notable research directions
are: SIFT and MLBP based local feature-based discrimi-
nant analysis (LFDA) [13] and genetic optimization based
Multiscale Circular Weber Local Descriptor (MCWLD)
[8]. Zhang et al. [25] have analyzed the performance of
both humans and an automatic approach on forensic sketch
database in a recognition experiment. The analysis suggests
that humans are better in encoding minute notable features
whereas algorithm is better with the sketches that contain
less distinctive features. On the other hand, only recently (in
2013), research on automatic composite sketch recognition
is initiated by Han et al. [11]. In this model 65 key points of
the face are detected, split into 5 key regions, and each part
is independently encoded using multi-scale local binary pat-
tern. The corresponding components are matched and then
fused to obtain the matching results. Chugh et al. [9] pro-
posed image moments based algorithm to match compos-
ites with photographs with large age variations. Mittal et
al. [17] proposed an algorithm which used Daisy descriptor
and Gentleboost classifier. Circular patches are extracted at
key facial regions which is followed by computing Daisy
descriptor [22] on each patch. The extracted features are
then combined using boosting approach. Mittal et al. [16]
recently extended their approach by utilizing a local mul-
tiresolution self similarity descriptor [20] based bag of word
model learned on CMU Multi-PIE dataset [10]. Klum et
al. [14] extended their research and proposed a scalable-
operational system using holistic and component based ap-
proach for forensic composites.

Existing research in composite sketch recognition do not
leverage the abundant knowledge available from matching
photo to photo scenario which may help improving the per-
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Figure 3. Steps involved in the proposed composite sketch match-
ing recognition algorithm: (a) training deep learning based repre-
sentation on face photographs, (b) updating the face representa-
tion using transfer learning approach to accommodate composite
to photo matching variations, and (c) testing on composite to pho-
tographs matching using updated representation.

formance of sketch to photo matching. In this research, we
propose to utilize transfer learning approach on the fea-
ture representation learned using large photo to photo face
matching database for composite sketch recognition prob-
lem. As shown in Figure 3, first the deep learning based
feature representation [6] is obtained from a large photo
face database, followed by updating the representation via
transfer learning [19] for addressing domain/problem spe-
cific challenges. The experiments are performed on the Ex-
tended PRIP (e-PRIP) composite database [11], [16] and re-
sults show that the proposed approach is able to improve the
performance of composite sketch to photo face recognition.

2. Proposed Algorithm
The proposed algorithm is divided into three stages: pre-

processing, feature extraction, and feature matching. De-
tailed explanation of each stage is provided in the following
subsections.

2.1. Preprocessing

Both, composites and photos vary in properties, e.g.
varying resolution, color variations in photographs (pri-
marily due to presence of skin textures), and composite



sketches, generally contain only outline of key facial re-
gions. Colored images are converted into gray scale and
geometric normalization (including size normalization) is
performed using eye and mouth coordinates extracted by
Viola-Jones face detector [24]. Some samples of prepro-
cessed images are shown in Figure 2.

2.2. Feature Extraction and Matching

A deep learning based approach is employed to learn the
feature representation. Stacked autoencoder and deep be-
lief networks both individually learn the important charac-
teristics from the data. Stacked autoencoders are robust to
noise and perform dimensionality reduction while the Deep
Belief Network (DBN) learns the representation. In this
research, we use stacked autoencoder and DBN jointly to
learn the representation. Face images (photographs) from
the CMU multi-PIE database are used to learn the general
feature representation of faces. This is followed by fine tun-
ing via transfer learning for composite sketch and photo-
graph face representation.

2.2.1 Autoencoder and Deep Belief Network

Autoencoder is a simple network which learns the mapping
between input layer and output layer [23]. In particular, a
function f learns the mapping of the input data x to hidden
representation z,

z = f(x) = s(Wx+ b) (1)

where, s is the sigmoid function while (W, b) are the weight
parameters. The hidden representation can map the learned
representation back to the original data using a function g.

x̂ = g(z) = s(Ŵz + b̂) (2)

where, Ŵ and b̂ are the weight parameters and x̂ is an ap-
proximate reconstruction of the input data x such that the
reconstruction error between them is minimized.

argmin
W , Ŵ

||x− x̂||2F (3)

Multiple layers of autoencoder are stacked together with a
sparsity promoting term to create a stacked sparse autoen-
coder. Different backpropagation variants such as conju-
gate gradient method [18] and steepest descent [5] can be
employed to improve the learned representation.

A deep belief network is formed by training and stack-
ing multiple Restricted Boltzmann Machines (RBM) [21].
DBN is formed by training each layer of RBM and stack-
ing them together in a directed graphical manner. Since the
DBN consists of network layers, a fast, greedy, and iterative
layer-by-layer unsupervised training method is employed
for learning feature representation.
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Figure 4. Steps involved in the feature extraction algorithm.

2.2.2 Autoencoders and DBN for Composite Recogni-
tion

In the proposed algorithm, autoencoder and DBN are used
to obtained dimensionality reduced representation that can
be used for recognition. First, this network is trained on
a database of face photographs. Let the database used to
learn the face representation (features) be represented as T .
An image I of size M × N is converted into vector form
1 ×MN and provided as input to the network. After ran-
dom weight initialization, a layer by layer greedy approach
is used to train the autoencoder and DBN, and a the output
is a 256 length feature vector. Once the network is trained, a
small transfer set of composite-photograph pairs, S, is used
to fine tune the parameters of the network. This fine tuning
step acts as inductive transfer where the original represen-
tation is learnt on photographs and using set S, the repre-
sentation is updated for composite-to-photo face matching
application.

Once the feature representation, F , is learned, a neural
network classifier is used for matching. Let Fs and Fd be
the feature representation pertaining to composite and pho-
tograph respectively. This feature pair is concatenated as
a single joint feature [FsFd]. Using labeled training data,
this joint feature is used to learn a neural network classifier.
Since there is a scarcity of training data (composite-photo
pairs), we first learn the classifier in verification mode and
the network is then undecimated to obtain the match scores
which are used to generate the rank list for identification
(i.e. we perform identification in verification mode).

2.3. Implementation Details

All the images are converted into grayscale and the size
of normalized faces is set to 32 × 32. Vector form of face
data (1 × 1024) is given as input to the autoencoder. The
size of both input and output layers of stacked autoencoder
is 1024 while the dimension of learned representation (re-
duced size) is 256. Using 30,000 frontal face images from
the CMU Multi-PIE database, autoencoder learns a compact
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Figure 5. Sample images from the e-PRIP database [11] and [16].
(a) Face photographs, and composite sketches generated by (b)
Indian user (FACES), (c) Caucasian user (FACES), (d) Asian user
(FACES), and (e) Asian user (Identi-Kit).

representation of photo faces. This compact representation
of size 256 is then used as input to the DBN which further
learns the feature representation. The size of DBN is [256
200 256], where the size of input visible layer is 256 and
hidden layers are of size 200 and 256. Greedy layer wise
training is performed to train this network. Once the train-
ing on face photographs are complete, a small set of com-
posites and corresponding photographs are used to retrain
the network (in inductive transfer learning fashion). After
feature representation learning and update, a 3-layer neural
network classifier is trained by concatenating the features of
training composites and photographs. The output of the net-
work is undecimated (or unthresholded) so that the match
score is obtained that helps in generating the rank list in
identification scenario.

3. Experiment Evaluation

The performance of the proposed algorithm is evaluated
on the e-PRIP dataset which combines the original PRIP
dataset created by Han et al. [11] and extended by Mittal
et al. [16]. This database is the only available database for
composite sketches. It has 123 composites and photographs
from the AR dataset [15]. The dataset has four sets of com-
posites created by different users. One set is created by
an American artist using FACES software [3], two sets of
databases are created by Asian artist using both FACES [3]
and Identi-Kit [4] tools, and one set is created by an Indian
artist using FACES software (images created by the Indian
artist contributes in the extended part of the database [16]).
Figure 5 shows example images from the dataset. Further,
30,000 images from the CMU Multi-PIE dataset [10] are
used for training the deep network. Experimental protocol
for this paper is same as given by Mittal et al. [16]. The
dataset is divided into training (48 subjects) and testing (75
subjects) and same partitions are used for training-testing
(along with five fold random cross validation). The results
of the proposed algorithm is compared with state-of-the-art

algorithm and commercial-off-the-shelf (COTS) software,
FaceVACS. The results are reported in terms of average
identification accuracies along with the Cumulative Match
Characteristics (CMC) curves. Two set of experiments are
conducted to test the proposed algorithm:
Baseline experiment: In this experiment, gallery size is
equal to probe size of 75. The results of the experiment
are shown in Figure 6 and Table 1. Some of the key obser-
vations are:

• As shown in Figure 6, at rank-10, the proposed al-
gorithm outperforms the existing algorithm [16] and
commercial system by at least 4% for all four subsets.
Highest rank-10 accuracy of 60.2% is observed for the
subset created by the Indian user followed by the Cau-
casian and Asian users.

• Effect of Transfer Learning: The proposed algorithm
is evaluated without using transfer learning to com-
pare the effect of inductive transfer. For this task,
we remove the sketch samples and train the entire al-
gorithm using only photo samples. Table 1 shows
that without using sketch samples, we obtain around
20% lower rank-10 identification accuracy compared
to when training involves sketch samples. Transfer-
ring knowledge from photo domain to sketch domain
helps to yield improved results.

• Effect of DBN and Autoencoder: Figure 6 shows that
using a single deep learning technique i.e. DBN or
autoencoder yields less accuracies compared to using
them together. Between DBN and autoencoder, in gen-
eral, DBN performs better than autoencoder (except in
the case of identikit).

• Effect of Artist: Difference in identification accura-
cies on all four datasets shows that, unlike the origi-
nal hypothesis that composite tools mitigate the effect
of artist variations, there is artist effect in composite
sketches as well. However, it is a small database to
make any concrete inferences and more research and a
larger database is required.

• Effect of Classifier: Across all the experiments, as
shown in Table 1, neural network classifier outper-
forms support vector machine classifier (with best per-
forming combinations of kernel and SVM parameters).

Extended Experiment: In this experiment, gallery size is ex-
tended up to 2400 subjects while the probe size is 75. The
training data is same as in the baseline experiment. The
gallery is extended by combining frontal images from mul-
tiple face databases. As shown in Figure 7, at rank-40, the
best performance of 58.8% is provided by the Caucasian
dataset and is closely followed by the Indian dataset. Figure



Table 1. Rank-10 identification accuracy (%) on the e-PRIP composite sketch database.
Algorithm Faces (Am) Faces (In) Faces (As) IdentiKit (As)
COTS 11.3 ± 2.1 9.1 ± 1.9 7.2 ± 2.2 8.1 ± 2.1
Autoencoder + SVM 23.1 ± 1.8 24.8 ± 1.6 16.0 ± 2.2 18.5 ± 2.0
Autoencoder + NN 46.6 ± 1.7 47.7 ± 1.3 41.8 ± 1.9 46.5 ± 1.3
DBN+ SVM 25.3 ± 2.1 26.6 ± 1.6 24.0 ± 1.3 21.7 ± 0.9
DBN + NN 49.3 ± 2.6 50.7 ± 2.9 43.3 ± 2.1 45.3 ± 2.1
Autoencoder+DBN+SVM 38.7 ± 1.6 40.1 ± 1.7 32.0 ± 2.2 31.6 ± 2.4
Mittal et al. [16] 51.9 ± 1.2 53.3 ± 1.4 42.6 ± 1.2 45.3 ± 1.5
Proposed without transfer learning 36.0 ± 2.9 37.3 ± 3.6 26.6 ± 2.5 32.7 ± 2.7
Proposed 56.0 ± 2.1 60.2 ± 2.9 48.1 ± 1.7 52.0 ± 2.4
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Figure 6. CMC curves of the existing and proposed approaches on the composite sketch database (a) Faces (Caucasian user), (b) Faces
(Indian user), (c) Faces (Asian user), and (d) IdentiKit (Asian user).

8 shows an example where the composite sketches created
by different artists yield the matching at different ranks by
the proposed algorithm. The difference in accuracies ob-
tained using different users (artists) shows that composite
sketch are also dependent on the artist; however, due to lim-
ited amount of data we cannot compare artist dependency

on composite sketch matching.

4. Conclusion
Composite sketch recognition is an important law en-

forcement application in which a sketch of a suspect is
matched against a gallery of known subjects. This paper



Figure 7. Identification accuracies (%) on the extended gallery ex-
periment of size 2400.

Best Matched Gallery ImagesProbe

Figure 8. Results with variations in sketch artists. The first column
represents the composite probe generated by different artists and
other columns show the top matches obtained from the proposed
algorithm.

presents a novel algorithm for matching composite sketches
with face photographs. The proposed algorithm performs
inductive transfer on the features learned using a deep learn-
ing architecture to effectively match the heterogenous in-
formation. The results of the proposed algorithm on the
e-PRIP dataset show improved results compared to existing
algorithms. Experiments on extended gallery of 2400 sub-
jects also show that the proposed algorithm is scalable and
achieves rank 40 accuracy of 58%.
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