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Abstract

This paper presents a fast fingerprint verification algorithm using level-2 minutiae
and level-3 pore and ridge features. The proposed algorithm uses a two-stage process
to register fingerprint images. In the first stage, Taylor series based image transfor-
mation is used to perform coarse registration, while in the second stage, thin plate
spline transformation is used for fine registration. A fast feature extraction algo-
rithm is proposed using the Mumford-Shah functional curve evolution to efficiently
segment contours and extract the intricate level-3 pore and ridge features. Fur-
ther, Delaunay triangulation based fusion algorithm is proposed to combine level-2
and level-3 information that provides structural stability and robustness to small
changes caused due to extraneous noise or non-linear deformation during image
capture. We define eight quantitative measures using level-2 and level-3 topological
characteristics to form a feature supervector. A 2v-support vector machine performs
the final classification of genuine or impostor cases using the feature supervectors.
Experimental results and statistical evaluation show that the feature supervector is
highly discriminating and yields higher accuracy compared to existing recognition
and fusion algorithms.
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1 Introduction

Fingerprint features have been widely used for verifying the identity of an
individual. Automatic fingerprint verification systems use ridge flow patterns
and general morphological information for broad classification, and minutiae
information for verification [1]. The ridge flow patterns and morphological
information are referred to as level-1 features, while ridge endings and bifur-
cations, also known as minutiae, are referred to as level-2 features. With the
availability of high resolution fingerprint sensors, it is now feasible to capture
more intricate features such as ridge path deviation, ridge edge features, ridge
width and shape, local ridge quality, distance between pores, size and shape
of pores, position of pores on the ridge, permanent scars, incipient ridges, and
permanent flexure creases. These fine details are characterized as level-3 fea-
tures [2] and play an important role in matching and improving the verification
accuracy.

Researchers have proposed several algorithms for level-2 fingerprint recogni-
tion [1]. However, limited research has been performed for level-3 feature ex-
traction and matching [3-7]. The recognition performance of these algorithms
are good but have certain limitations. The algorithm proposed in [3] requires
manual intervention for fingerprint alignment whereas the algorithm proposed
in [4,5] requires very high resolution (> 2000 ppi) images. Meenen et al. [6]
proposed a pore extraction algorithm that suffers due to elastic distortion
and misclassification of pore features. Jain et al. [7] proposed an automated
algorithm that extracts minutiae information for alignment. Level-3 features
are then extracted and efficient matching is performed using iterative closest
point algorithm. However, level-3 feature extraction and matching algorithm
is computationally expensive.

The objective of this research is to develop a fast and accurate automated
fingerprint verification algorithm that incorporates both level-2 and level-3
features. We propose a fast level-3 feature extraction and matching algorithm
using Mumford-Shah curve evolution approach. The gallery and probe fin-
gerprint images are registered using a two-stage registration process and the
features are extracted using an active contour model. For improving the fin-
gerprint verification performance, we further propose level-2 and level-3 fusion
algorithm that uses Delaunay triangulation for generating feature supervector
and Support Vector Machine (SVM) for classification. Experimental results
and statistical tests on a database of 550 classes show the effectiveness of
the proposed algorithms. In the next section, we describe fingerprint feature
extraction algorithms and Section 3 presents the proposed fusion algorithm.
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Fig. 1. Steps illustrating the proposed fingerprint verification algorithm.

2 Proposed Fingerprint Feature Extraction and Matching

In the proposed fingerprint verification algorithm, we first extract level-2 fea-
tures which are used in the two-stage registration process. Minutiae are ex-
tracted from a fingerprint image using the ridge tracing minutiae extraction
algorithm [9]. The extracted minutiae are matched using a dynamic bounding
box based matching algorithm [10]. The details of the minutiae extraction and
matching algorithms are found in [9] and [10] respectively. We next extract the
level-3 features to perform fusion and matching. Fig. 1 illustrates the various
stages of the proposed algorithm. In this section, we describe the two-stage
registration and level-3 feature extraction and matching algorithms in detail.

2.1 Two-Stage Non-Linear Registration Algorithm

Fingerprint images are subjected to non-linear deformation due to varying
pressure applied by a user when the image is captured. These deformations
affect the unique spatial distribution and characteristics of fingerprint features.
To address these non-linearities and accurately register the probe fingerprint
image with respect to the gallery fingerprint image, a two-stage non-linear
registration algorithm is proposed. The registration process uses two existing
non-linear registration algorithms: Taylor series transformation [6] and thin
plate spline based ridge curve correspondence [8]. Taylor series based algo-
rithm performs an image transformation that takes fingerprint images along
with their minutiae coordinates as input and computes the registration pa-



(a) (b) ()

Fig. 2. Representative results of the two stage registration algorithm. (a) Finger-
print ridge curves (level-2) and pores (level-3) samples captured from two different
gallery and probe images of the same individual, (b) registration using Taylor series
[6], and (c) result of the proposed two stage registration algorithm. Although, the
registration algorithm uses only level-2 features, level-3 pores are also effectively
registered.

rameter using Taylor series. We use this algorithm to coarsely register the
gallery and probe images in the first stage. In the next stage, we use the more
detailed and accurate thin plate spline based ridge curve correspondence [8] al-
gorithm for fine registration of fingerprint images. Thin plate spline algorithm
is used at the second stage because it requires coarsely registered features
as input. Fingerprint images contain a large number of level-3 features that
increases the complexity of the thin plate spline algorithm. We therefore use
only level-2 features to perform fine registration of gallery and probe images.
The non-linear two stage approach thus registers the gallery and probe finger-
print images with respect to rotation, scaling, translation, feature positions,
and local deformation. Fig. 2 illustrates the results obtained with the proposed
two stage registration algorithm. Note that Fig. 2(c) shows that a segment of
ridge curves and pores obtained from both the gallery and probe images are
perfectly registered and appear superimposed.

2.2  Level-3 Pore and Ridge Feature Extraction and Matching

The proposed level-3 feature extraction algorithm uses curve evolution with
the fast implementation of Mumford-Shah functional [11,12]. Mumford-Shah
curve evolution efficiently segments the contours present in the image irre-
spective of the quality of the image. In this approach, features boundaries are
detected by evolving a curve and minimizing an energy based segmentation
model as defined in Equation 1 [11].

Energy(Coenes)=a [ [ 6]|C||dady+ 8 [ [ 1.y) = e1fdwdy +
Q in(C)

A [ 1y = eolfdeay 1)

out(C)



Fig. 3. Images illustrating the intermediate steps of the level-3 feature extraction
algorithm (a) input fingerprint image, (b) stopping term ¢ computed using Equation
3, (c) extracted fingerprint contour.

where C' is the evolution curve such that C' = {(z,y) : ¢(x,y) = 0}, C is the
curve parameter, ¢ is the weighting function or the stopping term, €2 represents
the image domain, I(x,y) is the fingerprint image, ¢; and ¢, are the average
value of pixels inside and outside C' respectively, and «, 3, and \ are positive
constants such that a4+ 5+ X =1 and o < § < A. Further, Chan and Vese [12]
parameterize the energy equation (Equation 1) by an artificial time ¢t > 0 and
deduce the associated Euler-Lagrange equation leads to the following active
contour model !,

Vi =ad(V+ )| VU + 70 Y+ BO(] — c1)® + AY(I — ¢2)° (2)

where 7 is the advection term and ¢ is the curvature based smoothing term.
V is the gradient and 6 = 0.5/(w(2? 4+ 0.25)). The stopping term ¢ is set to

1

*= Tr (VI @

Initial contour is initialized as a grid over the fingerprint image and the bound-
ary of each feature is computed. Fig. 3 shows examples of feature extraction
from fingerprint images. This image shows that due to the stopping term

I More mathematical details of curve evolution and parameterization can be found
in [11,12]
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Fig. 4. Tracing of fingerprint contour and categorization of level-3 pore and ridge
features.

(Fig. 3b), the noise present in the fingerprint image has very little effect on
contour extraction. Once the contour extraction algorithm provide final fin-
gerprint contour 1, it is scanned using the standard contour tracing technique
[13] from top to bottom and left to right consecutively. Tracing is performed
based on the parameters and standards defined by the ANSI/NIST commit-
tee for extended fingerprint feature set (CDEFFS) [2]. During tracing, the
algorithm classifies the contour information into pores and ridges.

(1) A blob of size greater than 2 pixels and less than 40 pixels is classified as a
pore. Therefore, noisy contours, which are sometimes wrongly extracted,
are not included in the feature set. A pore is approximated with a circle
and the center is used as the pore feature.

(2) An edge of a ridge is defined as the ridge contour. Each row of the ridge
feature represents x, y coordinates of the pixel and direction of the contour
at that pixel.

As shown in Fig. 4, fine details and structures present in the fingerprint con-
tour are traced and categorized into pores and ridge contours depending on
the shape and attributes. Additional examples of level-3 feature extraction are
shown in Figs. 5 and 6. The feature set comprises of two fields separated by
a unique identifier, e.g. {(z{’,y{), -, (@, yp )i (@f, y{ 01), - -, (2hh, v, O ) }
where n and m represents the amount of extracted pore and ridge features
respectively. Here, the first field contains all the pore information while the
second field contains all the ridge information. The size of feature set is de-
pendent on the size of the fingerprint image and features present in it.

For matching, the features pertaining to the gallery and probe images are
represented as row vectors, f; and f,, and Mahalanobis distance D( fg, fp) is
computed.




Fig. 5. Level-3 pore features obtained after tracing.
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Fig. 6. Level-3 ridge features obtained after tracing.
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where, f, and f, are the two features vectors?, and S is the positive definite
covariance matrix of f, and f,. Mahalanobis distance D(f,, f,) is used as
the match score of level-3 features. It ensures that the features having high
variance do not contribute to the distance and hence decrease the false reject
rate for a fixed false accept rate.

3 Information Fusion using Delaunay Triangulation and SVM Clas-
sification

Researchers have theoretically and experimentally shown that, in general, fu-
sion of two or more biometric sources yields better performance compared
to single biometrics [14]. Fusion can be performed at different levels such as
raw data or image level, feature level, match score level, and decision level. In
fingerprint biometrics, image fusion and feature fusion have been performed
using level-2 minutiae and mosaicing techniques [15]. Further, level-2 and level-
3 match score fusion algorithms have been proposed in [7,16]. In this paper,
we propose a fusion algorithm for fusing level-2 and level-3 information such

2_ f_g = {(3”51, y;)a T (:1;571’ ygz)a (:L‘gla yg%a 99%)’ ) (:I"gma yfma Hfm)}
fp = {(:L‘;I)Dla y;]:l)a T (:I";])Dna y;]:n)a (:L‘;I)%la yﬁla 9113%1% T (wﬁma y;I)%ma Hfm)}



Fig. 7. Example of (a) Voronoi diagram of fingerprint minutiae, (b) Delaunay tri-
angulation of fingerprint minutiae, (¢) minutiae triplet.

that it is resilient to minor deformations in features and missing information.
Fingerprint features are extracted using the feature extraction algorithms de-
scribed in Section 2.

Delaunay triangulation has been used with level-2 features for fingerprint in-
dexing and identification [17-19]. However, in the proposed fingerprint fusion
algorithm, Delaunay triangulation is used to generate a feature supervector
that contains both level-2 and level-3 features. A Delaunay triangle is formed
using minutiae information as follows:

(1) Given n minutiae points, the Voronoi diagram is computed which decom-
poses the minutiae points into different regions.

(2) Voronoi diagram is used to compute the Delaunay triangulation by joining
the minutiae coordinates present in the neighborhood Voronoi regions.
Fig. 7(a) and (b) show an example of Voronoi diagram and Delaunay
triangulation of fingerprint minutiae.

Each triangle in the Delaunay triangulation is used as a minutiae triplet [20].
Fig. 7(c) shows an example of a minutiae triplet along with level-3 features.
Tuceryan and Chorzempa [17] found that Delaunay triangulation have the
best structural stability and hence minutiae triplets computed from Delaunay
triangulation are able to sustain the variations due to fingerprint deformation
[18]. Further, Bebis et al. [18] and Ross and Mukherjee [19] have shown that
any local variation due to noise or insertion/deletion of feature points affects
the Delaunay triangulation only locally.

From the minutiae triplets generated using the Delaunay triangulation, the
feature supervector that includes minutia, pore, and ridge information is com-
puted. Jain et al. [7] have shown that pore features are less reliable compared



to minutiae and ridge features. On the other hand, CDEFFS [2] has defined
reliable and discriminatory level-2 and level-3 features that can be used for
verification. Based on these studies, the feature supervector in the proposed
fusion algorithm is composed of eight elements described as follows:

(1)

Average cosine angle in minutiae triplet (A): Let i, and qunq. be
the minimum and maximum angles in a minutiae triplet. Average cosine
angle of the minutiae triplet is defined as,

A = cos(ang) (5)

where qgug = (min + Qmag)/2. Average cosine angle vector is computed
for all the minutiae triplets in a given fingerprint.

Triangle orientation (O): According to Bhanu and Tan [20], triangle
orientation is defined as ¢ = sign(za1 X z32), where 291 = 20 — 21, 230 =
23— 29, 213 = 21— 23, and z; = x;—Jy;. z; is computed from the coordinates
(i,9:), © = 1,2,3 in the minutiae triplet. Triangle orientation vector, O
is then computed for all the minutiae triplets in a given fingerprint.
Triplet density (D): If there are n’ minutiae in a Voronoi region cen-
tered at a minutia, then the minutiae density is n’. For a minutiae triplet,
we define triplet density as the average minutiae density of the three
minutiae that form the triplet. If n}, nj, and nj are the minutiae density
of the three minutiae, then the triplet density is (n} + n) + n})/3. We
compute triplet density for all the triplets in the fingerprint image to
form the triplet density vector D.

Edge ratio in minutiae triplet (F): The ratio of the longest and
shortest edges in each minutiae triplet forms the edge ratio vector, E.
Min-Max distance between minutia points and k-nearest neigh-
bor pores (P,,): For every minutia point, we first compute the distances
between minutiae and its k-nearest neighboring pores which are on the
same ridge. Out of these k distances, the minimum and maximum dis-
tances are used as the fusion parameters. Min-Max distance vector (P,,)
is then generated from all the minutiae in a fingerprint image.

Average distance of k-nearest neighbor pores (P,,,): Average dis-
tance vector of k-nearest neighbor pores, P4, is formed by computing
the average distance of k-nearest neighbor pores of all the minutiae in a
triplet.

Average ridge width (R,): Ridge width is computed for each minutiae
triplet using the tracing technique [13]. Average ridge width vector (R,,)
is computed by taking the average of the ridge width of each minutiae
triplet.

Ridge curve parameters (R¢): Ross and Mukherjee [19] proposed
the use of ridge curve parameters for fingerprint identification. We mod-
ified the ridge curve parameter for the proposed fusion algorithm. Each
ridge can be parameterized as y = az? + bx + ¢ where a, b, and ¢



are the parameterized coefficients. Ridge curve parameter for a ridge
s | =i, a+g+c, a+§+c}. In a minutiae triplet, each minutiae is associ-
ated with a ridge. Therefore the ridge curve parameters of a minutiae
triplet are [ 21 bi } where ¢ = 1,2, and 3. Ridge curve

parameter Ro is similarly computed for all the minutiae triplets.

¢
ai+bit+c; ' aitbitc’ aitbitc

A feature supervector I(A,O, D, E, P,,, Pog, Ry, Rc) is formed by concate-
nating these eight elements (vectors) and includes information pertaining to
both level-2 and level-3 fingerprint features. This feature supervector is used
for verification purposes.

3.1 Matching Feature Supervectors using SVM

For matching two feature supervectors, I'(A, O, D, E, P,,, Py, Ry, Rc) and
I*(A,0,D, E, P,,, Puy, Ry, Rc) pertaining to the gallery and probe finger-
prints respectively, we propose the use of Support Vector Machine (SVM).
The first step of the matching algorithm is to compute Mahalanobis distance
between each element of the gallery and probe feature supervectors using
Equation 4. Let d(i) be the Mahalanobis distance associated with individual
elements of the feature supervector, where ¢t = 1,2, 3,4,5,6,7, and 8. The oc-
tuple Mahalanobis distance vector d is used as input to the SVM classification
algorithm.

Support Vector Machine, proposed by Vapnik [21], is a powerful methodol-
ogy for solving problems in nonlinear classification, function estimation and
density estimation [22]. SVM starts with the goal of separating the data with
a hyperplane and extends it to non-linear decision boundaries. SVM is thus
a classifier that performs classification by constructing hyperplanes in a mul-
tidimensional space and separates the data points into different classes. To
construct an optimal hyperplane, SVM uses an iterative training algorithm
that maximizes the margin between two classes [22]. In our previous research,
we have shown that a variant of Support Vector Machine known as the dual
v-SVM (2v-SVM) is useful for classification in biometrics [22,23]. For more
details of 2v-SVM, readers can refer to [23,24].

The 2v-SVM decision algorithm is divided into two-stages: (1) training and
(2) classification.

Training: 2v-SVM classifier is first trained on the labeled training Maha-
lanobis distance vectors computed from the training fingerprint images. Us-
ing the standard training procedure [23,24] and non-linear radial basis kernel
function, 2v-SVM is trained to perform classification between genuine and
impostor Mahalanobis distance vectors.

10



Classification: The trained 2v-SVM is used to perform classification on the
probe dataset. Mahalanobis distance vector between gallery and probe data,
d, is given as input to the non-linear 2v-SVM classifier and the output is a
signed distance from the separating hyperplane. A decision of accept or reject
is made using a decision threshold 7" as defined in Equation 6.

o accept, if SVM output > T
Decision = (6)
reject, otherwise

4 Database and Algorithms used for Validation

The performance of the proposed level-3 feature extraction and fusion algo-
rithms are evaluated and compared with existing level-3 feature based fin-
gerprint recognition algorithms and existing fusion algorithms on a 1000 ppi
fingerprint database. In this section, we briefly describe the database and the
algorithms used for validation.

4.1 Fingerprint Database

A fingerprint database obtained from law enforcement agency is used to val-
idate the proposed algorithms. This database contains 5500 images from 550
classes (10 images per class) captured using an optical scanner. For each class,
there are four rolled fingerprint images, four slap fingerprint image, and two
partial fingerprint images with less than 10 minutiae. The resolution of finger-
print images is 1000 ppi to facilitate the extraction of both level-2 and level-3
features. Images in the database follow all the standards defined by CDEFFS
[2]. From each class, three fingerprints are selected for training the fusion
algorithm and 2v-SVM classifier, and the remaining seven images per class
are used as the gallery and probe dataset. For performance evaluation, we use
cross validation with 20 trials. Three images are randomly selected for training
and the remaining images are used as the test data to evaluate the algorithms.
This train-test partitioning is repeated twenty times and Receiver Operating
Characteristics (ROC) curves are generated by computing the genuine accept
rates (GAR) over these trials at different false accept rates (FAR). For each
cross validation trial, we have 11,550 genuine matches (w) and 73,97,775

550X7x549x7

> ) using the gallery and probe database.

impostor matches (
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4.2 Existing Algorithms

To compare the performance of the proposed level-3 algorithm with existing
algorithms, we have implemented two algorithms. The algorithm by Kryszczuk
et al. [4,5] extracts pore information from high resolution fingerprint images
by applying different techniques such as correlation based alignment, Gabor
filtering, binarization, morphological filtering, and tracing. The match score
obtained from this algorithm is a normalized similarity score in the range of |0,
1]. The algorithm proposed by Jain et al. [7] uses Gabor filtering and wavelet
transform for pore and ridge feature extraction and iterative closest point for
matching.

To compare the performance of the proposed fusion algorithm, we use three
existing fusion algorithms. Feature fusion using concatenation [25] compares
the performance at feature level. Further, sum rule [14] and SVM match score
fusion [22] compares the performance with match score level fusion algorithms.
The match scores obtained by matching level-2 features and level-3 features
(Section 2.2) are combined using match score fusion algorithms.

5 Experimental Evaluation

The performance of the proposed algorithms are evaluated both experimen-
tally by computing the average verification accuracy at 0.01% False Accept
Rate and statistically by computing the Half Total Error Rate (HTER) [27].
Experimental results are obtained using the cross validation approach. We
perform two experiments: (1) evaluation of the proposed level-3 feature ex-
traction algorithm and (2) evaluation of the proposed Delaunay triangulation
and SVM classification based fusion algorithm.

Performance Evaluation of Level-3 Feature Eaxtraction Algorithm: We first
compute the verification performance of the proposed level-3 feature extraction
algorithm and compare it with existing level-2 [9,10] and level-3 feature based
verification algorithms [4,5,7]. The receiver operating characteristics (ROC)
plot in Fig. 8 and verification accuracies in Table 1 summarize the results of
this experiment. The proposed level-3 feature extraction algorithm yields a
verification accuracy of 91.41% which is 2-7% better than existing algorithms.
Existing level-2 minutiae based verification algorithm is more optimized for
500 ppi fingerprint images and the performance does not improve when 1000
ppi images are used. Also the performance decreases significantly if there are
fewer number of minutiae in the fingerprint image (< 10). The level-3 pore
matching algorithm [4,5] requires very high quality fingerprint images (> 2000
ppi) for feature extraction and matching, and the performance suffers when

12



the fingerprint quality is poor or the amount of pressure applied during scan-
ning affects the pore information. The algorithm proposed by Jain et al. [7]
is efficient with rolled and slap fingerprint images. However, the verification
accuracy decreases with partial fingerprints when the number of minutiae is
limited. The experimental results show that the proposed level-3 feature ex-
traction algorithm provides good recognition performance even with limited
number of minutiae. The Mumford-Shah functional based feature extraction
algorithm is robust to irregularities due to noise and efficiently compensates
for variations in pressure during fingerprint capture by incorporating both
ridge and pore features. Mahalanobis distance measure also reduces the false
reject cases thus improving the verification accuracy. Further, we compare
the performance of the proposed and existing algorithms with and without
the registration process. Since the two-stage registration algorithm minimizes
spatial differences between gallery-probe images and reduces the intra-class
variations, as shown in Table 1, it improves the verification accuracy signifi-
cantly for all the feature extraction and matching algorithms. This result is
consistence with the research established by other researchers [1], [§].

The experiments show that, in general, level-2 and level-3 algorithms provide
correct results when both the gallery and probe are rolled fingerprint images.
Similarly, when the images are good quality slap or partial prints, both level-2
and level-3 features yield correct results (Fig. 9(a)). However, there are several
slap and partial samples in the database that are very difficult to recognize
using level-2 features because of the inherent fingerprint structure. One such
example is shown in Fig. 9(b) where level-2 feature extraction algorithm does
not yield correct result but the proposed level-3 feature extraction algorithm
provides correct results. Further, there are cases involving partial fingerprints
in which both level-2 and level-3 algorithms fail to perform (Fig. 9(c)) because
of sensor noise and less pressure. Such cases require image quality assessment
and enhancement algorithms to enhance the quality such that feature extrac-
tion algorithm can extract useful features for verification.

Performance Evaluation of Proposed Fusion Algorithm: We next compute the
verification accuracy of the proposed fusion and matching algorithm. As shown
in Fig. 10 and Table 1, the Delaunay triangulation and SVM classification
based fusion algorithm improves the verification accuracy by at least 4.96%
using both level-2 and the proposed level-3 feature extraction algorithms. The
proposed fusion approach also outperforms existing feature fusion algorithm
[25] that performs feature normalization, feature selection, and concatenation.
It yields good performance when compatible feature sets are fused. However, in
our experiments, level-2 and level-3 features are incompatible feature sets and
require different matching schemes. After fusion, the concatenated feature vec-
tor is matched using Euclidean distance measure which, in some cases, is not
able to discriminate between genuine and impostor fused features. We also
compare the proposed fusion algorithm with sum rule [14] and SVM based

13
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Fig. 8. ROC plot for the proposed level-3 feature extraction and comparison with
existing level-3 feature based algorithms [4,5,7] and minutiae based algorithm.

Fig. 9. Three sample cases: (a) when both level-2 and level-3 features based al-
gorithms provide correct result, (b) when level-2 feature based algorithm fail to
provide correct result whereas level-3 features based algorithm provide accurate
decision, and (c) when both the algorithms fail to perform.

match score fusion algorithm [22]. While sum rule and SVM match score fu-
sion perform better compared to feature fusion using concatenation [25], the
proposed fusion algorithm outperforms the sum rule by 4.38% and the SVM
match score fusion algorithm by 1.25%. The results of fusion algorithms, ex-
isting and the proposed, also accentuate that level-2 and level-3 features pro-
vide complementary information and combining multiclassifier match scores
improves the verification accuracy. However, linear statistical sum rule does
not guarantee improved performance in all cases. On the other hand, SVM
match score fusion and the proposed fusion algorithm use non-linear decision
functions for improved performance. As shown in Fig. 10, the Delaunay trian-
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Fig. 10. ROC plot for the proposed Delaunay triangulation and SVM classification
based fusion algorithm and comparison with existing feature concatenation algo-
rithm [25], sum rule [14], and SVM match score fusion algorithm [22].

gulation and SVM classification based fusion is better than SVM match score
fusion for low FAR as the proposed fusion algorithm computes the most dis-
criminative fingerprint features and classifies them using non-linear 2v-SVM
decision algorithm.

The algorithms are also statistically validated using HTER [26,27]. Half total
error rate is defined as,

FA F
HTER = y (1)

Confidence intervals are computed around HTER as HITER+ 0 - Z, /5. 0 and
Zq /2 are computed using Equations 8 and 9 [27].

B \/FAR(l — FAR) | FRR(1— FRR) ®)
7= 4-NT 1-NG

1.645  for 90% C1I
Zass =4 1.960  for 95% CI 9)
2.576  for 99% C1
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Here, NG is the total number of genuine scores and N/ is the total number
of impostor scores. Table 1 summarizes the results of the statistical evalua-
tion in terms of minimum, maximum, and average HTER corresponding to 20
cross validation trials. The proposed Delaunay triangulation and SVM clas-
sification based fusion algorithm yields the lowest and most stable HTER,;
whereas HTER values pertaining to other algorithms vary significantly for
different cross validation trials. For example, SVM match score fusion yields
the maximum and minimum HTER of 3.12 and 1.84 respectively whereas
for the proposed fusion algorithm these values are 1.88 and 1.76 respectively.
Further, for 99% confidence, the best confidence interval of 1.8240.22% is ob-
served for the proposed fusion algorithm. Therefore, statistical results further
validate the effectiveness of the proposed Delaunay triangulation and SVM
classification based fusion algorithm and the experimental results.

We also evaluate the average time for verification using different algorithms on
a P-IV 3.2 GHz, 1GB RAM and Matlab programming. The proposed level-3
pore and ridge feature extraction and matching algorithm takes 9 seconds,
Kryszczuk’s algorithm [4,5] requires 12 seconds, and Jain’s algorithm [7] re-
quires 34 seconds. Further, the fusion algorithm takes only 15 seconds for
verification which includes feature extraction, computation of feature super-
vector, and 2v-SVM classification.

6 Conclusion

With the availability of high resolution fingerprint sensors, salient features
such as pores and ridge contours are prominently visible. In this paper, these
conspicuous level-3 features are combined with the commonly used level-2
minutiae to improve the verification accuracy. The gallery and probe finger-
print images are registered using the two-stage registration process. A feature
extraction algorithm is proposed to extract detailed level-3 pore and ridge
features using Mumford-Shah curve evolution approach. The paper further
proposes fusion of level-2 and level-3 features using Delaunay triangulation al-
gorithm that computes a feature supervector containing eight topological mea-
sures. Final classification is performed using a 2v-SVM learning algorithm. The
proposed algorithm tolerates minor deformation of features and non-linearity
in the fingerprint information. Experimental results and statistical evaluation
on a high resolution fingerprint database show the efficacy of the proposed
feature extraction and fusion algorithms. The proposed algorithm performs
better than existing recognition algorithms and fusion algorithms.

We plan to extend the proposed Delaunay triangulation and SVM classifi-
cation based fusion algorithm by incorporating image quality measure and
studying the effect of including other level-3 features such as dots, incipient
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Table 1
Average verification performance of fingerprint verification and fusion algorithms.
Verification accuracy is computed at 0.01% False Accept Rate (FAR).

Recognition and Fusion A.ccuracy A.ccuracy HTER .
Aleorith without with Time
gorithims Registration| Registration [Max., Min.| | Average | (seconds)
Level-2 Minutiae [9,10] 84.56 89.11 [8.92, 4.57] 5.45 03
%f;m Kryszezuk et al. 79.49 84.03 | [19.54,4.89] | 7.9 12
Level-3 Jain et al. [7] 85.62 88.07 [6.33, 4.21] 5.97 34
Level-3 Proposed 86.97 91.41 [4.57, 4.08] 4.30 09
Feature Fusion -
Concatenation [25] 85.13 90.08 [7.23, 3.92] 4.96 13
[Sf:]re Fusion - Sum Rule 90.23 91.99 6.79, 3.45] | 4.01 12
Score Fusion - SVM [22] 92.07 95.12 [3.12, 1.84] 2.44 13
Proposed Delaunay
Triangulation and SVM 93.48 96.37 [1.88, 1.76] 1.82 15
Classification Fusion

ridges, and scars in a structured manner. Future work will also characterize
the performance of level-3 features on a comprehensive large scale database
which contains fingerprint images of varying size and quality.
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