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Abstract

Latent Dirichlet Allocation is a widely used approach

for topic modeling and it has been successfully applied in

several information retrieval applications. In this paper,

we introduce this modeling technique for face recognition,

by making an analogy between the two domains. We uti-

lize latent Dirichlet allocation to represent facial regions

in terms of FaceTopics. Further, linear discriminant analy-

sis is utilized to obtain discriminative FaceTopics which are

more suitable for classification tasks. The performance of

the proposed approach is evaluated on the CMU-MultiPIE

dataset under illumination and expression variations. The

evaluation on over more than 50k images shows the effec-

tiveness of the proposed approach. Further, the proposed

approach shows improved identification results on e-PRIP

dataset for matching composite sketches to photos.

1. Introduction

Retrieving an identity from a database of face images

is one of the key challenges in biometrics research. Sev-

eral approaches are proposed to address different covari-

ates such as pose, expression, and illumination [6]. While

the research in face recognition has advanced over the past

couple of decades, it still requires strengthening state-of-

the-art results. Major efforts such as JANUS1 program are

underway to transform the research to the next level and re-

searchers are not only focusing on improving the results but

also developing enriched understanding of face representa-

tion. Among these attempts, learning face representations

has received significant attraction.

It is well understood that face recognition is an interdis-

ciplinary research area encompassing broader areas such as

cognition, sensors, pattern recognition, machine learning,

image processing, and computer vision as well as allied

application areas such as information retrieval and human

computer interactions. With proper underpinning and ex-

ploration, any transformational development in these areas

1http://www.iarpa.gov/index.php/research-programs/janus

can also be embraced in face recognition research. Among

the allied domains, information retrieval (IR) domain has

several similarities with face recognition. For example, gen-

erative models have been well explored in both the domains;

however, various models such as probabilistic latent seman-

tic analysis [17] and latent Dirichlet allocation [9] are ex-

plored in IR (or text-analytics) which can potentially be ex-

plored in biometrics (or face recognition).

Topic modeling is an interesting IR approach, where text

documents are classified into the associated (possibly un-

known) topics [14]. Latent Dirichlet Allocation (LaDiAl)2

[9] is one such topic modeling approach, which provides

a generative model of the document with topics as one of

the latent variables. The applicability of LaDiAl in non-

textual data, particularly images, has been a stimulating re-

search direction amongst researchers [11, 31, 33]. Wang

and Eric [33] present spatial latent Dirichlet allocation for

image segmentation and clustering. The authors modify the

LaDiAl model for image segmentation and classification

tasks. Similarly, Sudderth et al. [31] utilize the Dirichlet

process based model for representing scenes. Topic model-

ing based approaches have found their applicability in hu-

man action recognition as well [25, 34]. Since LaDiAl is a

generative model for discrete data, using it for image data

requires mapping image features to discrete visual words.

Such mapping has been explored by researchers in various

contexts [10, 19, 26, 31]. The objective function of these

generative models is based on efficiently capturing the data

generation process. Thus, features obtained from such gen-

erative models may not be effective for classification tasks.

To fine-tune the features for classification tasks, we need

to transform them into a usable form, while minimizing

intra-class variations and maximizing inter-class variations.

For scene classification, Bosch et al. [10] propose a gener-

ative model of scene images using probabilistic latent se-

mantic analysis, over which discriminative learning is ap-

plied. Similarly, Bregonzio et al. [11] propose a discrimi-

native learning on modified LaDiAl based approach for hu-

2Since, the abbreviation LDA is often used for linear discriminant anal-

ysis in biometric community, we chose to use LaDiAl for representing La-

tent Dirichlet Allocation.



man action recognition. To make LaDiAl more suitable for

classification tasks, Blei and McAuliffe [8] propose to in-

corporate supervised learning in the model. Rasiwasia et

al. [28] present an extension to handle more complex class

structures and demonstrate it’s effectiveness for image clas-

sification.

In this paper, we step forward by exploring the utility

of LaDiAl based topic modeling for face recognition. We

utilize LaDiAl to find the topic feature representation per-

tinent to face images. These topic features are transformed

into discriminative topic feature representation that makes

the features more suitable for classification (face recogni-

tion) task. The key contributions of this paper can be sum-

marized as:

• exploring LaDiAl for face recognition by making an

analogy with text (IR) domain;

• developing LaDiAl topic modeling based generative-

discriminative feature extraction approach to represent

faces; and

• evaluating the proposed approach in presence of ex-

pression and/or illumination variations on ∼50,000

face images from the CMU-MultiPIE face dataset [15].

Further, effectiveness of the proposed algorithm is

shown on e-PRIP composite sketch to photo matching

database [16, 23].

2. Latent Dirichlet Allocation

Latent Dirichlet Allocation [9] is a widely used topic

modeling technique which unravels the structure in a given

set of documents. In other words, it can help identify, prob-

abilistically, what all topics does a sample belong to. For

example, given a set of newspaper articles, we can expect

it to appropriately arrange all the articles according to their

topics. The basic interpretation of LaDiAl is shown in Fig-

ure 1. LaDiAl represents documents w (sets of words) as a

random mixture over unknown (latent) topics z; and topics

as the distribution over words. The document generation

process is assumed to be governed by latent random vari-

ables α, θ, z, and β as well as observed random variable

Figure 1: Graphical representation of LaDiAl for modeling

document generation.

w. For jth word of ith document, let wi,j and zi,j be the

word and topic, respectively. For i ∈ {1, 2, . . . ,M} and

j ∈ {1, 2, . . . , N}, it is assumed that:

• θi follows a Dirichlet distribution governed by param-

eter α.

• zi,j follows a multinomial distribution governed by pa-

rameter θi.

• wi,j follows a multinomial distribution governed by

parameter φzi,j
which in turn is governed by Dirich-

let distribution with β parameter.

Let k and t be the vocabulary (i.e. set of all unique words)

size and the number of topics respectively. α and β are t
and k dimensional dataset level parameters receptively; i.e.

they are sampled once in the process of the dataset genera-

tion. θ is a t dimensional document level parameter which

is sampled once for each of the M documents. z and w are

N dimensional word level variables representing topics and

words of the document, respectively.

The joint distribution of ith document wi, document level

parameter θi, and topics variable zi is:

p(θi, zi,wi|α,β) = p(θi|α)

N
∏

j=1

p(zi,j |θi)p(wi,j |zi,j ,β)

(1)

Using this joint distribution, the marginal distribution of a

single document wi is obtained as:

p(wi|α,β) =

∫

p(θi|α)

N
∏

j=1

∑

zi,j

p(zi,j |θi)p(wi,j |zi,j ,β)dθi

(2)

Eq. 2 describes how probable it is for a document wi to

be generated when parameters are set as α and β. It is

important to note that the document probability is encoded

in terms of topics zi,j . Thus, for fixed α and β, one can

understand the topics by observing words wi,j .

2.1. Analogy with Faces

LaDiAl shows an effective way of modeling document

generation and document representation. It is our hypoth-

esis that a similar approach can be useful in understanding

facial representation and therefore, LaDiAl can be explored

in face recognition. However, adaptation of LaDiAl for face

images warrants attention to the following details:

• LaDiAl is designed to deal with unstructured textual

documents; whereas, faces have a well structured ge-

ometry.

• LaDiAl is designed to operate on discrete data, thus

continuous data cannot be directly utilized with La-

DiAl.



Figure 2: Graphical representation of LaDiAl for encoding

face patches.

In order to address the first aspect, we propose to ap-

ply LaDiAl on local facial patches, rather than the full face.

The second challenge can be addressed by performing vec-

tor quantization (VQ) prior to applying LaDiAl. Such vec-

tor quantization is often termed as codebook learning also.

Instead of applying LaDiAl on raw pixels, it is more appro-

priate to utilize image features such as dense scale invariant

feature transform [20], local binary patterns [2], and Weber

local descriptor [12]. Table 1 shows the analogy between

text and face domains and Figure 2 shows the proposed

modeling of LaDiAl for face representation. As shown in

Figure 2, Latent Dirichlet Allocation on face images can

provide a model describing how a face patch is represented

using the latent FaceTopics. It is our assertion that similar to

the manner in which documents are represented using top-

ics, the proposed FaceTopics can encode face representation

and can be utilized for recognition.

Text Face Images

Word VQ Image Features (VIF)

Document
Set of VIF from a Face Patch

(Patch-Document)

Topics FaceTopics

Table 1: Analogy between text and face representation.

3. Proposed Approach

The proposed approach is pictorially explained in Figure

3. The input is a pre-processed and registered (with respect

to pre-defined eye location and inter-eye distance) face im-

age. The face image is divided into 16 patches by utilizing

the golden ratio template [3]; similar image tessellation is

also used in [7]. Such a tessellation helps in creating facial

patches corresponding to features such as eyes, nose, and

mouth. Separate LaDiAL models are learned for each of the

16 facial patches using the training data. For the test data,

LaDiAl features are computed from each of the patch image

using the corresponding trained model. In order to compute

the match score of an image pair, distance between LaDiAl

features corresponding to each patch is computed and fused

using weighted score fusion [29].

3.1. LaDiAl based Feature Representation

Topic modeling relies on the following assertions:

• full face can be seen as structural arrangement of facial

parts and

• each facial part can be described using a set of Face-

Topics.

These assertions can be exemplified by an example: types of

eyes are limited and any eye can be obtained by appropriate

mixture of eye templates. This is analogous to Eigenface

[32] and independent component analysis [4] approaches,

where it is assumed that every face can be constructed by

appropriate mixture of template Eigenfaces. In a similar

spirit, we aim to learn FaceTopics of each facial part and

utilize them to obtain a novel representation. The procedure

to obtain the LaDiAl based feature representation consists

of three stages:

1. Converting the patch image into a patch-document,

2. Obtaining topic features (aka FaceTopics) from patch-

document, and

3. Obtaining discriminative topic features.

3.1.1 Image to Patch-Document Conversion

In this research, dense scale invariant feature transform

(DSIFT) [20] features are utilized as image features. From

each patch, DSIFT features3 are extracted from uniformly

spaced points. Note that, every element in (normalized)

DSIFT is a real number and therefore, the vocabulary size is

very large. This makes it challenging to utilize DSIFT fea-

tures directly as analogous to words in textual data. To ad-

dress this challenge, we perform vector quantization (VQ)

of DSIFT features using K-means approach. Essentially,

K-means VQ assimilates similar DSIFT features into corre-

sponding clusters. After applying VQ, the vocabulary size

is k (= number of clusters) and the set of cluster association

of DSIFTs computed from each key point on the uniform

grid becomes the patch-document representation. Thus, a

patch-document is a set of vector quantized image features

(VIF) and is equal to the number of key points.

3.1.2 Topic Features from Patch-Documents

Here, the goal is to obtain a representation of patch-

documents in terms of their FaceTopics. In the LaDiAl

model (Eq. 2), the probabilistic relationship between VIFs

and FaceTopics can be learned using inference techniques

3We have also explored Local Binary Patterns (LBP) as image features.

However, finally DSIFT features are utilized and reported because of their

promising results.



Figure 3: Illustrating the steps involved in the proposed LaDiAl based face recognition approach.

such as variational Bayes approximation [9], Gibbs sam-

pling [14], or expectation propagation [22]. In this re-

search, we utilize Gibbs sampling inference technique [14]

for learning this relationship. The technique requires prede-

fined number of FaceTopics t and corpus level parameters

(α and β). The training set is utilized to learn the generative

model, leading to following two matrices:

• W is a matrix of size k × t, where the element Wi,j

represents the number of times when the ith vector

quantized DSIFT feature (VIF) has been assigned to

jth FaceTopic, i ∈ {1, 2, . . . k} and j ∈ {1, 2, . . . , t}.

• D is a matrix of size M × t, where the element

Di,j represents the number of times a vector quan-

tized DSIFT feature in ith patch-document has been

assigned to jth FaceTopic, i ∈ {1, 2, . . .M} and j ∈
{1, 2, . . . , t}.

Let Vi be the ith VIF in the vocabulary and Tj be the jth

FaceTopic. The matrices W and D are used to obtain (1)

FaceTopic conditional probability of each word Vi in the vo-

cabulary (Eq. 3) and (2) prior probability of each FaceTopic

Tj (Eq. 4).

p(Vi|Tj) =
Wi,j

∑k

p=1
Wp,j

(3)

p(Ti) =

∑M

p=1
Dp,i

∑M

p=1

∑t

q=1
Dp,q

(4)

For testing, given any patch-document w, the posterior

probability p(Ti|w) that it belongs to ith FaceTopic is com-

puted. This probability is proportional to T i
w

, which is de-

fined as

T i
w
=

∑

v∈W

p(Ti)p(v|Ti) (5)

The topic feature vector representation T w of the patch-

document w is created as the concatenation of such t poste-

rior probabilistic forms pertaining to each FaceTopic, i.e.

T w = [T 1

w
, T 2

w
, . . . , T t

w
] (6)

3.1.3 Discriminative Topic Feature

Topic features obtained from Eq. 6 are appropriate for rep-

resenting the corresponding patch-documents. However,

they may not be well suited for classification tasks (e.g. face

recognition). They can be further fine-tuned towards clas-

sification tasks by applying discriminative learning. Note

that, the first two learning stages, i.e. image to patch-

document and then to topic feature conversion are unsuper-

vised in nature. In order to make the topic feature repre-

sentation more useful for face recognition, they are trans-

formed using supervised learning. Potentially, any super-

vised learning with objective function as maximization of

inter-class and minimization of intra-class variations should

be applicable. Here, Linear Discriminant Analysis (LDA)

[5] is applied to obtain a discriminative feature representa-

tion. We call this final l dimensional discriminative topic

feature as Fw, the LaDiAl features.

3.2. Matching using Weighted Score Fusion

The two face images are finally matched by matching

the corresponding discriminative topic features followed by



(a) CMU-MultiPIE (b) e-PRIP

Figure 4: Sample images of two subjects from the CMU-

MultiPIE [15] and e-PRIP dataset [16, 23].

weighted summation of these per-patch distances. Let Ig
and Ip be two face images from which LaDiAl features Fg,i

and Fp,i (i ∈ {1, 2, . . . , 16}) are extracted for each of the

16 patches, respectively. The distance d between the two

face images is obtained as the weighted sum of the cosine

distance between corresponding patches (Eq. 7).

d =

16
∑

i=1

ωi

(

1−
Fg,i ·Fp,i

|Fg,i||Fp,i|

)

(7)

where, weight ωi is a function of the accuracy of ith patch on

the training data. Let γi be the rank-1 accuracy on training

data when only ith patch is used; ωi = γi/
∑

16

j=1
γj .

4. Experiments

Since the proposed approach learns a representation over

DSIFT features, it’s effectiveness can be evaluated in terms

of comparison with the original DSIFT features applied on

face images. Therefore, the features are extracted from the

blocks of 8 × 8 key points uniformly spaced on a face im-

age. Baseline performances are shown with two open ac-

cess face recognition systems, local region principal com-

ponent analysis (LRPCA) [27] and OpenBR4 [18], and lo-

cal binary patters (LBP) based approach [1]. The experi-

ments on LaDiAl are performed with and without subspace

LDA in order to substantiate it’s application with the pro-

posed LaDiAl feature descriptor. The effectiveness of the

last stage of weighted score fusion is evaluated by replacing

it with sum rule [29] and majority voting rule. In all the

experiments, final matching is performed using cosine dis-

tance measure. All the experiments are performed to sim-

ulate identification scenario and cumulative match curves

(CMC) are used for illustrating the experimental results.

4.1. Dataset and Protocol

The proposed approach is evaluated for covariates of il-

lumination and expression; as well as on the digital photo

to composite sketch face matching problems. Therefore,

CMU-MultiPIE [15] and e-PRIP composite sketch dataset

[16, 23] are used for evaluating the performance of the pro-

posed approach.

4The pre-trained face recognition engine provided with OpenBR is uti-

lized, which is based on Spectrally Sampled Structural Subspaces Feature

(4SF) algorithm.

Exp. I E
Images (Subjects)

Train (168) Test (169) Total (337)

1 X 1,260 1,254 2,514

2 X 11,220 11,980 23,200

3 X X 24,200 26,080 50,280

Table 2: Experimental protocol details on CMU-MultiPIE

dataset. I and E stand for illumination and expression, re-

spectively.

Stage Dimensionality

Input Image 22500 (=150×150)

Features from Uniform Grid 2304-7680

VQ 18-60

Topic Feature 70-100

Discriminative Topic Feature 69-99

Table 3: Dimensionality of image patch representation at

various stages.

CMU-MultiPIE consists of more than 750,000 images of

337 people with several variations in pose, expression, and

illumination. In this research, only the frontal images (cam-

era no. 05 1) with all illumination and expression variations

are used. Samples from the dataset are shown in Figure 4.

To evaluate the effectiveness of the proposed algorithm, ex-

periments are performed on three scenarios; in presence of

(1) expression variation, (2) illumination variation, and (3)

both expression and illumination combined. According to

these scenarios, we created three subsets of this dataset. For

the first experiment, we utilize the subset consisting of face

images of varying expression, with constant (frontal) pose

and (frontal) illumination. The second subset consists of

face images of varying illumination, with constant (frontal)

pose and (neutral) expression. For the third subset, we uti-

lize the face images of all the combinations of varying il-

luminations and expressions. In the first experiment, one

image per person is randomly selected to form the gallery

set (due to small number of images per person), whereas

in the second and third experiments, we use five randomly

selected images per person to form the gallery set. All the

remaining images form the probe set. The details of these

subsets are given in Table 2.

The e-PRIP composite sketch dataset [16, 23], the only

publicly available dataset of its kind, contains composite

sketches of 123 face images from the AR face dataset [21].

It contains the composite sketches created using two soft-

wares, Faces5 and IdentiKit6. The PRIP dataset [16] origi-

nally has composite sketches prepared by a Caucasian user

(IdentiKit and Faces) and an Asian user (Faces). Later, the

dataset is extended by Mittal et al. [23] by adding composite

sketches prepared by an Indian user (Faces) which is termed

as e-PRIP composite sketch dataset. The experiments are

5http://www.iqbiometrix.com
6http://www.identikit.net



Approach Rank-1 Accuracy

Feature Fusion µ ± σ (%)

OpenBR [18] - 21.8 ± 0.6

LRPCA [27] - 37.0 ± 2.7

LBP [1] - 66.6 ± 3.3

DSIFT - 52.8 ± 0.0

DSIFT+LDA - 66.0 ± 3.1

LaDiAl (w/o LDA)

Majority 44.4 ± 2.0

Sum 54.9 ± 2.9

Weighted 58.7 ± 4.0

LaDiAl

Majority 44.4 ± 1.7

Sum 66.0 ± 3.2

Weighted 67.3 ± 4.1

(a) Exp. 1 (expression variation)

Approach Rank-1 Accuracy

Feature Fusion µ ± σ (%)

OpenBR [18] - 41.6 ± 0.2

LRPCA [27] - 69.8 ± 2.7

LBP [1] - 77.6 ± 0.1

DSIFT - 81.7 ± 0.5

DSIFT+LDA - 82.5 ± 0.8

LaDiAl (w/o LDA)

Majority 69.4 ± 0.6

Sum 66.7 ± 0.4

Weighted 73.7 ± 0.1

LaDiAl

Majority 73.0 ± 0.9

Sum 81.0 ± 0.3

Weighted 84.0 ± 0.1

(b) Exp. 2 (illumination variation)

Approach Rank-1 Accuracy

Feature Fusion µ ± σ (%)

OpenBR [18] - 34.1 ± 0.6

LRPCA [27] - 54.6 ± 0.6

LBP [1] - 62.3 ± 0.1

DSIFT - 70.7 ± 0.3

DSIFT+LDA - 68.0 ± 0.4

LaDiAl (w/o LDA)

Majority 48.7 ± 0.4

Sum 48.8 ± 0.4

Weighted 57.9 ± 0.3

LaDiAl

Majority 50.0 ± 0.4

Sum 68.4 ± 0.4

Weighted 72.4 ± 0.3

(c) Exp. 3 (expression and illumination variation)

Table 4: Mean and standard deviation of rank-1 identification accuracy with the three experimental protocols on CMU-

MultiPIE database.
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Figure 5: CMCs pertaining to (a) experiment 1: expression variation, (b) experiment 2: illumination variation, and (c)

experiment 3: expression and illumination combined.

Approach
Rank-10 Accuracy (%)

Faces (Caucasian) Faces (Indian)

COTS [23]∗ 11.3±2.1 9.1±1.9

Mittal et al. [24]∗ 32.4±2.4 30.3±1.7

LaDiAL+Sum 34.1±6.9 36.3±5.6

LaDiAl+Weighted 38.4±5.9 39.7±5.9

Table 5: Rank-10 Identification accuracy for compos-

ite sketch (query) to photo (gallery) matching on e-PRIP

dataset [16, 23]. ∗ are results reported by Mittal et al. [23].

performed with the same protocol as presented by Mittal et

al. [23]. The dataset is divided into 40% training (48 sub-

jects) and 60% testing (75 subjects), with random sampling

based five times cross validation.

4.2. Preprocessing

Face regions are segmented by utilizing the eye loca-

tions provided by El Shafey et al. [13] and are resized to

150× 150 pixels. Since Gibbs sampling based inference

model is used, symmetric Dirichlet distributions are used

with α = 50/t and β = 0.01 [30]. In the experiments, t
is varied from 20 to 100 with step of 10; and vocabulary

size k = 128 and k = 64 for experiments pertaining to

CMU-MultiPIE and e-PRIP datasets respectively. The di-

mensionality of features at various stages of the proposed

approach are given in Table 3. Depending on the size of

each patch, 18 to 60 key points are selected on a uniform

grid, which results into a varying length image feature size

of 2304 to 7680. The output of vector quantization stage is

same as the number of points on uniform grid, which is 18

and 60 for the smallest and the largest patch respectively.

According to the length of topic features, the discriminative

topic features are of t− 1 dimensionality.

4.3. Results and Analysis

Rank-1 identification accuracies of three experiments on

the CMU-MultiPIE dataset are reported in Tables 4a, 4b,

and 4c. Their mean and standard deviation of rank-1 ac-

curacy over three random cross validations are reported and

CMCs are shown in Figure 5. The rank-10 identification ac-

curacies of the experiment pertaining to composite sketch to

photo matching on e-PRIP dataset are summarized in Table

5. The key observations from these experiments are as fol-

lows:



Vocabulary Number of FaceTopics (t)
Size (k) 20 30 40 50 60 70 80 90 100

32 52.2±5.9 50.9±5.4 41.5±5.5 53.1±7.5 54.3±6.1 40.7±6.8 43.2±5.0 52.2±6.5 52.3±7.2

64 38.3±6.3 54.4±4.4 45.6±4.7 52.1±4.9 62.3±3.8 51.0±1.5 39.2±3.3 40.8±3.2 61.2±3.3

128 54.7±3.4 48.7±2.9 63.2±3.7 65.2±3.4 57.7±3.4 67.3±4.1 46.8±2.6 54.2±4.0 65.4±3.0

Table 6: Effect of varying the number of topics and vocabulary size on experiment 1 in terms of rank-1 identification accuracy

(µ± σ%).

Stage Time (s)

Face tessellation 0.0323

Extraction of DSIFT features 0.1315

Patch-Document 0.0270

Topic feature 0.1908

Discriminative topic feature 0.0006

Total time for feature extraction 0.3822

Table 7: Average time required for feature extraction from

an image.

• Both the open source face recognition systems, LR-

PCA and OpenBR, and the LBP based approach yield

lower performance compared to the proposed LaDiAL

based approach with weighted fusion. Further, in pres-

ence of both covariates of illumination and expression,

the performance of LBP, LRPCA, and OpenBR is sig-

nificantly lower than the proposed approach.

• FaceTopic: The proposed approach (LaDiAl +

weighted) yields better results than using DSIFT only.

This may be attributed to FaceTopic based represen-

tation and/or to the discriminative learning. How-

ever, the proposed approach exhibits better perfor-

mance than DSIFT+LDA also, which shows the effec-

tiveness of FaceTopic based representation. It is to be

noted that in presence of only expression variation, La-

DiAl with weighted score fusion and DSIFT with LDA

exhibit comparable mean rank-1 accuracy. However,

as the rank increases, the proposed approach outper-

forms DSIFT+LDA.

• LDA: Comparing the results of topic features T (La-

DiAl without LDA) and discriminative topic features

F (LaDiAl) show the effectiveness of the later. Sim-

ilarly, DSIFT+LDA exhibits better performance than

DSIFT in experiments 1 and 2. This shows that dis-

criminative learning is helpful.

• Data Size: Effectiveness of the proposed approach is

more clearly visible in experiments 2 and 3, with per-

formance improvement of ∼2.5% and ∼4.5% in mean

rank-1 accuracy, respectively. This suggests that in

presence of large intraclass variations, DSIFT features

may not yield high performance, however LaDiAl fea-

tures may still remain robust. These results also sug-

gest that the larger training set is well suited for leaning

LaDiAl model.

• Weighted Fusion: Consistently in all three experi-

ments on CMU-MultiPIE database, weighted score fu-

sion outperforms majority voting and sum rule. Sum

rule fusion is better than majority voting and the train-

ing accuracy based weighted score fusion performs

almost same or better than sum rule fusion. This

shows that different patches have different discrimi-

nating power and the information from these patches

is effectively combined in the proposed algorithm.

• Parameters: For LaDiAl, the results pertaining to

the best value of t are reported. For the first, second

and third experiments, the best results are obtained at

t = 70, 100, and 70 respectively. In addition to the

aforementioned experiments, an additional experiment

is performed to study the effect of parameter selec-

tion. Experiment 1 is repeated with vocabulary size

k = 32, 64, and 128 along with varying the number of

FaceTopics t from 20 to 100 with a step size of 10. The

results reported in Table 6 show that with bigger vo-

cabulary size, larger number of FaceTopics yield better

results.

• Time: On a server with two Intel(R) Xeon(R) E5-2640

(2.5GHz) processors and 64 GB RAM, under Matlab

environment, the average time required at each stage

of feature extraction is given in Table 7. Matching two

features require an average of 0.0719 seconds. We be-

lieve that the computational time can be further im-

proved by native implementations with parallel pro-

gramming.

• The effectiveness on e-PRIP dataset suggests that the

proposed approach may be able to handle the hetero-

geneous data such as composite sketch and photo. Mo-

tivated with these results, we assert that the proposed

approach can be further extended to other heteroge-

neous face recognition problems.

5. Conclusion and Future Work

The main contribution of this research is showcasing the

applicability of text analytics inspired approach for face

recognition. This paper presents Latent Dirichlet Alloca-

tion based approach for facial feature representation. To

encode LaDiAl for face recognition, an analogy between



face image and textual document is performed. The gen-

erative model provides topic features, over which discrimi-

native learning is applied to obtain final feature representa-

tion. The evaluation on CMU-MultiPIE and e-PRIP sketch

datasets show the effectiveness of the proposed approach.

In future, we plan to study its applicability for other chal-

lenging covariates and in extended gallery set scenario. We

would also like to explore the utility of image features other

than DSIFT in the proposed framework.
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