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Abstract

Videos have ample amount of information in the form

of frames that can be utilized for feature extraction and

matching. However, face images in not all of the frames

are ”memorable” and useful. Therefore, utilizing all the

frames available in a video for recognition does not neces-

sarily improve the performance but significantly increases

the computation time. In this research, we present a memo-

rability based frame selection algorithm that enables auto-

matic selection of memorable frames for facial feature ex-

traction and matching. A deep learning algorithm is then

proposed that utilizes a stack of denoising autoencoders and

deep Boltzmann machines to perform face recognition us-

ing the most memorable frames. The proposed algorithm,

termed as MDLFace, is evaluated on two publicly available

video face databases, Youtube Faces and Point and Shoot

Challenge. The results show that the proposed algorithm

achieves state-of-the-art performance at low false accept

rates.

1. Introduction

Face recognition is a very important area of research in

biometrics due to the non-intrusive nature of capture and

possibility of applications. Face recognition with still face

images has been extensively studied and several approaches

have been proposed to perform still image face recognition

in the presence of challenging covariates such as pose, illu-

mination, aging, disguise, and plastic surgery [2, 6, 8, 9, 20].

Despite these advancements, face recognition using still

face images has its limitations, especially in unconstrained

scenarios. In the past few years, video based face recogni-

tion has emerged as an alternative to address the challenges

involved in still face recognition. Video face recognition is

also relevant due to the increasing number of CCTV cam-

eras installations at key locations as well as the easy avail-

ability of video recordings.

Videos encompass a multitude of pose, illumination, and

expression variations which can aid in extracting robust and

resilient features for each subject. There are a few algo-

rithms on video based face recognition that utilize varying

approaches ranging from frame by frame matching to ad-

vanced deep learning architecture. Park et al. [29] demon-

strated 99% accuracy on the CMU FIA [25] database us-

ing an adaptive fusion scheme with multiple matchers. Liu

et al. [30] achieved 98.8% accuracy on the CMU MoBo

[26] database by utilizing adaptive hidden Markov models.

Thomas et al. [7] reported 99% accuracy on the UCSD

database [18] by applying principal component analysis.

Recent experiments in video face recognition have been per-

formed on the Youtube Faces database [19], where Bhatt et

al. [13] have applied clustering based re-ranking and fu-

sion to obtain 80.7% accuracy. Hu et al. [15] have utilized

deep metric learning to achieve 82.3% accuracy. Taigman et

al. [33] have reported 91.4% on this database using a nine-

layer deep neural network. Barr et al. [16] have provided a

detailed review of the algorithms proposed for video based

face recognition.

The current results on video face recognition show very

high performance on databases including the YouTube

Faces database; however, closer observation illustrates a

major limitation. While, as per defined protocol, existing

algorithms demonstrate verification accuracies of over 80%

at Equal Error Rate (EER), their performance at lower False

Accept Rates (FARs) is quite low. In applications where

false accepts are associated with a significant cost, such as

law enforcement and secure access, it is important that the

false accept rate should be as low as possible. It is our as-

sertion that, while existing algorithms yield good results at

higher FARs, there is a significant scope of improving the

genuine accept rates (GAR) at lower FARs.

Depending on the frame rate, videos can contain a large

number of frames. However, all of these frames may not

contribute equally towards face recognition. Some frames

are almost identical to each other, whereas some frames can

have a face image which is challenging to recognize due to

extreme expression, illumination, and pose variations. Uti-

lizing such frames for recognition can significantly affect

the performance. Therefore, it is desirable to select the best

set of frames from a video to achieve accurate recognition.

Generally, existing algorithms either select a small number



of frames from all the available frames or use all the frames.

While using all frames increases the computational over-

head to process one video, selecting random frames is not

equivalent to selecting optimal frames.

To address (1) low performance at lower FAR and (2)

high computational overhead in video based face recogni-

tion, this research presents a memorability based frame se-

lection followed by deep learning architecture for feature

extraction. As the first contribution, this paper presents a

memorability based frame selection approach. Memorabil-

ity can be defined as the quality of being easy to remember

[21]. Recently, Isola et al. have proposed to automatically

predict the memorability of scenes [21, 22]. In past, hu-

man cognition research has shown that memorability does

impact face recognition [14, 17]. Faces that are more mem-

orable are more likely to be accurately identified by human

subjects. Therefore, it is our hypothesis that incorporating

memorability in frame selection can improve the recogni-

tion performance.

Besides memorability based frame selection, this re-

search also proposes a deep learning based algorithm for

feature extraction and face verification. Deep learning can

be defined as a set of algorithms in machine learning that

attempt to model high-level abstractions in data by using

architectures composed of multiple non-linear transforma-

tions [31]. Recently, deep learning based algorithms have

been successfully applied in speech recognition [10], object

recognition [3, 28], natural language processing [24], and

face recognition [33]. In the proposed approach, a stack

of denoising autoencoders and deep Boltzmann machines

are utilized to extract face representation that, along with

memorability based frame selection, helps to improve the

recognition performance. The contributions of this research

can be summarized as follows:

1. A novel algorithm to compute the memorability scores

of face images is proposed and utilized to devise a

frame selection approach for video based face recog-

nition.

2. A deep learning architecture based video face recog-

nition algorithm is proposed that achieves state-of-the-

art results on two existing video databases: Point and

Shoot Challenge (PaSC) [5] and YouTube Faces [19].

2. Proposed MDLFace Algorithm

Figure 1 illustrates the overview of the proposed memo-

rability augmented deep learning algorithm for face recog-

nition, termed as MDLFace. It comprises of two com-

ponents: (a) memorability based frame selection and (b)

deep learning architecture based face verification algorithm.

These components are discussed in detail in the following

subsections.

2.1. Memorability based Frame Selection

Past research in human cognition has shown that certain

faces are more memorable than others [14, 17]. They have

also shown that certain faces can be more accurately re-

membered by human subjects as seen/unseen compared to

other faces. In context of human faces, this phenomenon is

termed as memorability. Memorability is not the same as at-

tractiveness, implying that attractive faces are not the same

as memorable faces. In accordance with the observations

made in these studies, it is our assertion that using memo-

rable frames should facilitate face recognition by providing

the images that contain discriminative/unique information

for feature extraction. In addition to the inherent perfor-

mance advantage in utilizing only a subset of frames instead

of all the frames, the algorithm can also avoid inclusion of

spurious feature information if it is able to filter redundant

or non-informative frames.

Following these observations, the primary hypothesis of

memorability based frame selection algorithm is that the

memorability of a face is not static but may vary depend-

ing on the image in consideration. In case of a video,

multiple images of a face are available with different il-

lumination, pose, expression, viewpoint, and camera dis-

tance. The memorability of an individual’s face changes

with these variations and the objective of applying memo-

rability to frame selection is to select the set of most mem-

orable frames from the available pool.

The proposed algorithm computes memorability by

quantifying the feature richness of the image and analyz-

ing the image content locally at a fine level. By analyzing

the image in both dense and fine manner, the image is repre-

sented as a sum of small parts which resembles the way vi-

sual data is processed by the human visual system in V1 and

V2 cells [34]. In order to compute memorability score, first

the input image I is preprocessed to be of a fixed size and is

converted to the HSV (Hue, Saturation, Value) color mode.

After conversion to HSV color mode, only Hue is consid-

ered for further processing in order to de-couple memora-

bility computation from brightness and attain resilience to-

wards illumination variations. Thereafter, the image is di-

vided into equally sized overlapping windows of size 2× 2
and visual entropy [4] of each window is computed. Visual

entropy can provide an estimate of the feature-richness of

an image region. For an image region, visual entropy sig-

nifies the variation in pixel intensity values. An image re-

gion with constant pixel values has the lowest visual entropy

value, whereas it is high for a region with high variations.

The visual entropy, H(x) of an image region x is computed

according to Eq. 1:

H(x) = −

n∑

i=1

p(xi)log2p(xi) (1)
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Figure 1. An overview of the steps involved in the proposed MDLFace algorithm.

where, p(xi) is the value of the probability mass function

for xi. In case of images, p(xi) signifies the probability that

the pixel value xi appears in the neighborhood and n is the

total number of possible pixel values. If the size of image

region x is MH ×NH then

p(xi) =
nxi

MH ×NH

(2)

Here, nxi
denotes the number of pixels in the region with

value xi, and MH ×NH is the total number of pixels. The

visual entropy value of each window is combined to obtain

the memorability of image I according to Eq. 3:

H =

n∑

i=1

(|H(xi)|) (3)

where, H denotes the memorability score of the image, n is

the number of windows in I and H(xi) denotes the entropy

of the ith window in I .

The memorability score of an image is thus the sum to-

tal of variations in visual entropy of fine local region of the

image. Higher the value, higher is the memorability of the

input image I . Therefore, in order to perform frame selec-

tion for a video, memorability of each frame is computed

using the proposed algorithm and top frames are selected

according to high memorability scores.

2.2. Deep Learning Approach for Face Recognition

Once the memorable frames are obtained, feature ex-

traction and matching are performed using a deep learn-

ing architecture that comprises of stacked denoising autoen-

coders (SDAE) and Deep Boltzmann Machine (DBM) for

feature/representation learning and neural network classifi-

cation. Figure 2 shows the steps involved in the deep learn-

ing architecture. First, we briefly present an overview of

SDAE and DBM followed by the proposed architecture.
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Feed-Forward
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Network
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3 Layer Deep
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1
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Figure 2. Deep learning architecture for face recognition.

2.2.1 Stacked Denoising Auto-Encoder and Deep

Boltzmann Machines

Let x ∈ Ra be the input data; an autoencoder [32] maps

the data into a feature (latent representation) f using a de-

terministic (encoder) function gp

gp(x) = s(w · x+ b) (4)

where, p = {w,b} is the parameter set, s represents sig-

moid, w is the a′ × a weight matrix, and b is the offset

vector of size a′. Feature f can be mapped to the feature

vector x̂ of dimensionality a using a decoder function g′p′

such that

x̂ = g′p′(f) = s(w′ · f + b
′) (5)

where p′ = {w′,b′} is the approximately sized parameter

set. Note that x̂ is not the exact representation of x but is a

probabilistic approximation. The parameters are optimized

by utilizing the unsupervised training data. Denoising au-

toencoders [23], a variant of autoencoders, operates on the



noisy input data xn and attempts to reconstruct x̂. It is ob-

served that these autoencoders are robust to noisy data and

have good generalizability. If the autoencoders are stacked

in a layered manner, they are called stacked autoencoders

and form a deep learning architecture.

Deep Boltzmann Machine is an undirected graphical

model, a deep network architecture, with symmetrically

coupled binary units [27]. It is designed by layer-wise train-

ing of Restricted Boltzmann Machine and stacking them to-

gether in an undirected manner. In this research, a three

layer DBM is utilized with a greedy learning approach [12].

2.2.2 Stacking SDAE and DBM for Face Recognition

SDAE and DBM both individually learn the “useful” (in-

termediate) representation of input data. In the MDLFace

architecture, we propose to stack SDAE and DBM in a se-

quential manner. While SDAE is robust to noise in the in-

put data, DBM learns the internal complex representations

probabilistically. Let I be a face image of size M × N

(80×100). It is first converted into a vector form [1×MN ]
and provided as input to a two layer SDAE. In each layer of

SDAE, the number of units in the hidden layer is half of the

size of previous layer. Layer-by-layer greedy approach [11]

with stochastic (mini batch = 100) gradient descent is uti-

lized to train the SDAE followed by fine-tuning with back-

propagation method. The output of SDAE is used as input to

the three layer DBM (500, 500, 1000 units) and pre-training

approach [12] combined with generative fine-tuning is fol-

lowed to train the DBM.

By using face images in an unsupervised manner, the

stack of SDAE and DBM provides a feature representation

that can be utilized for verification task. Let Ig and Ip be

the two face images to be matched. Trained SDAE-DBM

is used to extract the features φ from Ig and Ip. These ex-

tracted features are concatenated and given to a five layer

neural network (one input layer - 3 hidden layers - one

output layer) for classification (verification). In order to

use this feature extraction and classification architecture for

video based face recognition, as shown in Figure 1, frame

by frame matching is performed. Once the neural network

classifier is trained to verify a pair of input images, during

testing on videos, undecimated output is utilized to com-

bine information from multiple frames. In the proposed

algorithm, from each of the gallery and probe videos, 25

memorable frames are selected. Using these frames, top n

(n = 15 in our experiments) possible match pairs are ob-

tained via neural network classification. For these n pairs,

their undecimated network (classifier) outputs are combined

using normalized sum rule [1]. Using this combined infor-

mation (score), the verification threshold is used to take a

decision of accept or reject.

3. Experimental Results

In order to evaluate the efficacy of the proposed MDL-

Face algorithm, face verification experiments are performed

on two popular video face recognition benchmark datasets:

YouTube Faces dataset [19] and Point and Shoot Challenge

dataset [5].

3.1. Database and Experimental Protocol

Both YouTube Faces [19] and PaSC [5] datasets operate

with specific experimental protocols. The respective pro-

tocols provided by both datasets are followed in order to

enable a direct comparison with existing results. For the

YouTube Faces dataset, the restricted protocol is followed

which consists of 10 splits, each containing 250 genuine and

250 impostor pairs. Further, no information outside of these

splits is to be used during any stage of evaluation. 10 fold

cross validation is performed using these splits, utilizing 9

splits for training and the remaining one split for testing.

The PaSC dataset contains videos from a handheld cam-

era of low resolution and a control camera of high resolu-

tion. The handheld-to-handheld experiment evaluates the

accuracy of an algorithm when matching videos of low

resolution, whereas the control-to-control evaluates the ac-

curacy for high resolution videos. The experiments are

performed for both handheld-to-handheld and control-to-

control challenges in the PaSC protocol. The database dis-

tribution includes the source code and resources to per-

form face detection. The signature sets provided with the

database are utilized to select the testing pairs while train-

ing is performed on separate training videos provided with

the dataset.

For both datasets, we have divided the given training data

into two sets. Training Set I consists of 60% of the training

data and is utilized for training the deep learning algorithm.

Training Set II consists of the remaining 40% training data

and it is utilized for training the neural network classifier.

After training, the proposed algorithm is evaluated on the

entirety of the testing data. The results are reported in terms

of Receiver Operating Characteristic (ROC) curves and the

verification accuracies at different false accept rates.

3.2. Results on PaSC Dataset

Figure 3 compares the performance of the proposed

MDLFace algorithm with a commercial matcher PittPatt1

on the PaSC dataset. The results show that MDLFace

achieves significantly better performance than PittPatt on

both control and handheld protocols. At 1% FAR, MDL-

Face yields the verification accuracy of 93.4% on the con-

trol protocol and 87.4% on the handheld protocol. To the

best of our knowledge, these are the highest accuracies re-

ported on the PaSC database.

1The results of PittPatt are provided along with the database in [5].
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Figure 3. Comparing the performance of the proposed algorithm

with PittPatt on the PaSC dataset at 1% FAR on both handheld

and control video sets.

To understand the effectiveness of using memorable

frames for recognition, another experiment is performed

which compares the performance of MDLFace with ver-

ification accuracies obtained using 25 randomly selected

frames and 25 frontal frames. Figure 4 show the ROCs

of this experiment for both handheld and control protocols.

Figure 5 presents some sample memorable frames from the

PaSC dataset. The results indicate that memorable frames

are much better for recognition compared to randomly se-

lected frames. Also, the comparison with frontal frames

indicates that memorable frames are not necessarily frontal

frames.

3.3. Results on YouTube Faces Dataset

Figure 6 shows the ROC curves on the restricted proto-

col of the YouTube Faces dataset. The comparisons are per-

formed with the two currently best performing algorithms:

DeepFace [33] and Discriminative Deep Metric Learning

[15]. It shows that the proposed algorithm outperforms

all existing algorithms and is comparable to DeepFace. In

order to further analyze the performance of the proposed

MDLFace algorithm, the results are compared at three dif-

ferent false accept rates, 0.1%, 1% and 10%. Figure 7 shows

that while DeepFace performs better at higher FARs, MDL-

Face performs much better at lower FARs of 0.1% and 1%.

Specifically, at 10% FAR, DeepFace outperforms the pro-

posed algorithm by 3.4% whereas at 0.1% FAR, the pro-

posed MDLFace outperforms DeepFace by around 33%.

Similar to PaSC database experiments, the performance

of the memorability based frame selection algorithm is also

evaluated if 25 random or frontal frames are selected in-

stead of memorable frames. The results are presented in

Figure 8. It is observed that random and frontal frames

do not perform as well as memorable frames, especially at

very low false accept rates where memorable frames out-

perform by a large margin of around 17%. It is also evi-

dent that while frontal frames perform better than randomly

Figure 4. Evaluating the effectiveness of memorable frames by

comparing with randomly selected frames and frontal frames on

the (a) handheld and (b) control video sets of the PaSC database.

(a)

(b)

(c)

Figure 5. Sample (a) random, (b) frontal, and (c) memorable

frames from a video in the PaSC dataset. It can be observed

that while some frontal frames are memorable, not all memorable

frames are frontal. Images shown here are processed and cropped

frames.

selected frames, memorable frames achieve the best perfor-

mance consistently across all FARs. Computationally, the

algorithm requires less than a second to match two input

videos.
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on the YouTube Faces database with DeepFace on three different

FARs. The bar charts show that at lower FARs, the proposed algo-

rithm yields the best results.

4. Conclusion and Future Work

In this research, a novel MDLFace algorithm is proposed

for improving the state of art in video face recognition. The

contributions of this is two fold: (1) algorithm for select-

ing the most memorable frames from a video and (2) a deep

learning approach for feature extraction, coupled with neu-

ral network architecture for verification. The performance

of the proposed algorithm is evaluated on the Point and

Shoot Challenge and YouTube Faces databases. The com-

parison with state-of-the-art results on both the databases

show that the proposed MDLFace provides best results on

both the databases at 0.1% and 1% FAR. Currently, we are

extending the proposed algorithm to further improve the

verification accuracy at lower FARs.
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